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ABSTRACT

Previous research has demonstrated that a non-linear coupling between the fluid and structural instabilities plays a key role in onset of chaotic flutter even for low-speed flows; and micro-vortex generators (MVGs) placed upstream of the shock energizes the boundary layer flow and significantly reduces SBLI induced flow separation. Based on the above studies this study proposes a passive flow control hypothesis for flutter suppression - micro-vortex generators placed upstream of the shock boundary layer interaction can introduce high frequency coherent structures in the flow resulting in a scale-gap between the fluid and structural instabilities, thereby alleviating flutter even for strong shock impingements. This study provides a preliminary validation of the hypothesis for 2D laminar flow with oblique shock impinging at center of a semi-infinite flexible panel with and without MVG. The test case is selected such that the flow without upstream MVG results in chaotic panel flutter. A MVG as high as half of the boundary layer thickness energizes the boundary layer flow and reduces the panel flutter frequency by around 5x, but the deflection amplitude is increased. The results demonstrate the MVG has the potential to modulate the flutter behavior. However, further research using 3D MVG and 2D panel, which can capture the ring vortex generation from the MVG edges is required to validate the hypothesis.

Keywords:

INTRODUCTION

Recent trends in air vehicle technology development include a renewed interest in supersonic flight vehicles and the use of lightweight aerostructures in their construction. Supersonic flight trajectories may involve segments of transonic flow regimes with mixed supersonic/subsonic flow and shock-boundary layer interactions (SBLI) over the surface of the vehicle. Such flows involve complex fluid-structure interactions (FSI), wherein the aerodynamic forces on the vehicle can generate strong elastic stresses on the structures, and when combined with the inertial forces they result in wide range of physical phenomenon or engineering problems. As depicted in Fig. 1, the combination of the inertial and aerodynamic forces results in rigid-body aerodynamics or loading problems; inertial and elastic forces result in structural dynamics or impact or vibration problems; and the aerodynamic and elastic forces result in static aeroelasticity or surface deformation problem. The combination of all these forces results in a complex problem involving dynamic aeroelasticity, such as flutter and buffetting [1,2], which results in sustained instability or structural vibration.

![Figure 1: Schematic diagram showing forces, namely aerodynamic, inertial and elastic, observed for fluid-structure interactions (FSI), and the classes of physical phenomenon (or engineering problems) obtained using combination of the forces. The diagram is inspired from [1,2].](image)

Flutter occurs when the structure absorbs energy...
from the surrounding fluid and triggers structural vibration. If the structure is disturbed at speeds below flutter speed, the resulting oscillatory motions decay. However, when the structure is disturbed at speeds above flutter speed, the oscillatory motions abruptly increase in amplitude and can rapidly lead to catastrophic structural failure. Buffet is a randomly varying structural response often triggered by intense and chaotic aerodynamic forcing functions associated with stalled or separated flow conditions. These unsteady structural responses can lead to material fatigue and premature failure of the structural members and poses significant design challenge [3].

Immense progress has been made in aeroelastic experimentation, analyses, and computational accomplishments for flutter suppression and buffet alleviation developments [3-8]. The traditional passive solution to these aeroelastic issues has been primarily to stiffen the airframe structure, thereby either eliminating undesirable excitation of structural characteristics, or ensuring that the undesirable phenomena occur only at conditions beyond the flight envelope. Unfortunately, these “passive” approach involves adding additional structure resulting in weight penalties and subsequently operational costs. Efforts have also been made to develop light-weight composite material to alleviate the weight penalties [9]. In the past four decades significant research has been performed to develop active flutter suppression systems. An active system offers a means of artificially stiffening and thereby damping the aircraft structure to increase the flutter speed by using aerodynamic control surfaces which are activated by control surface actuators through a feedback system control law (feedback gains) which receives structural motion information from dynamic motion sensors [4-8]. However, the understanding of the structural response from the small deformation linear range to nonlinearities due to very large deformation in presence of aerodynamic nonlinearities such as shock boundary layer interactions, and flow separation remains an active area of research [4].

A review of the literature shows that numerous efforts has been done over the past decade to improve the fidelity of fluid-structure interaction (FSI) solvers for dynamic aeroelasticity applications [10-15]. The solvers have been applied mostly for inviscid or laminar flow conditions and have focused on prediction of the flutter onset. Limited effort has been made in understanding the role of coupled boundary layer and structural instabilities on the flutter onset and its characteristics especially for shock-boundary layer interactions. In a previous research [16,17] authors developed and validated a FSI solver by coupling finite-volume fluids solver and finite- element structural solver, and the solver was applied for an exploratory study to understand the effect of shock boundary layer interaction on panel deformation. The study showed that shock induced flow separation induces low-frequency instabilities which are of the same order as that of the structural instabilities, and the non-linear coupling between the fluid and structural instabilities result in a chaotic panel flutter even for low-speed flows. Further it was observed that low- frequency instabilities associated with coherent turbulent flows do not result in sufficiently large elastic stresses that can induce flutter. The summary of the previous research is provided in the following section. Authors have also investigated micro-vortex generators (MVGs) as a passive control approach to alleviate or overcome the adverse effects of shock boundary layer interaction [23-25]. The study demonstrated that MVGs introduce ring-like vortices which energizes the boundary layer flow and reduces the separation length induced by the SBLI by 40% without introducing additional friction drag. A review of the work is provided in Section 3. The objective of the research is to perform high-fidelity FSI to investigate MVGs as a flow control strategy to alleviate and/or reduce structure flutter. The research builds on the above research and proposes the hypothesis that MVGs placed upstream of the SBLI can introduce high frequency coherent structures in the flow resulting in a scale-gap between the fluid and structural instabilities, thereby alleviating flutter even for strong shock impingements. The hypothesis is validated herein using FSI simulations for oblique shock impingement over a flexible semi-infinite 2D panel over a range of inflow dynamic pressures. The results of the study are shown in Section 4. Finally, some key conclusions have been drawn and
expected future research directions are discussed in section 5.

**Shock Boundary Layer Interaction Induced Flutter**

Zope et al. [16,17] focused on development and validation of an FSI solver and application of the solver for an exploratory study to understand the effect of shock boundary layer interaction (SBLI) on panel deformation, as depicted in Fig. 2(a). The simulation setup consists of an incident shock with wave angle $\beta$ that impinges on a flat plate of length $L$ and thickness $H$ at mid-point. The shock reflects from the impingement location, $x_{imp}$, and produces the reflected shock. As a result, the flow field is partitioned in three regions. In region 1, the free-stream conditions prevail, that is, the flow is parallel to the plate with Mach number: $M_1$, pressure: $P_1$ and temperature: $T_1$. From the oblique shock relations, fluid properties of the flow in the region 2 and 3 can be computed for a given wave angle $\beta$. For viscous flow, the incident shock interacts with the boundary layer on the plate to produce a bulge in case of a weak interaction or a separation bubble in case of a strong interaction as shown in Figures 2(b,c). Factors that determine strength of the SBLI, and hence whether the separation occurs or not include: (1) the ratio of pressure in region 3 and 1, simply called pressure ratio $P_3/P_1$, and (2) the type of boundary layer (e.g. laminar or turbulent). When the flat plate on which the incident shock impinges is not perfectly rigid, the shock interaction causes the plate to undergo deformation that results in either the panel taking a deflected but stationary position or undergo oscillations.

![Diagram](image_url)

**Figure 2.** (a) Schematic of the shock impingement case. (b) Weak and (c) strong shock boundary layer interaction.
In this study, the fluid is assumed to be ideal gas with isentropic index $\gamma$ and specific gas constant $R$. If the plate material has Young’s modulus of elasticity $E_s$, Poisson’s ratio $\nu_s$, and density $\rho_s$, the plate flexural rigidity is:

$$D = \frac{E_sH^3}{12(1-\nu_s^2)} \quad (1)$$

The fluid-structure interaction problem is characterized by three non-dimensional parameters: non-dimensional dynamic pressure $\lambda$, mass ratio $m_r$, and pressure ratio $P_3/P_1$.

$$\lambda = \frac{\rho_1\|u_1\|^2L^3}{D} = \frac{\gamma M_1^2 P_1 L^3}{D} \quad (2)$$

$$m_r = \frac{\rho_1 L}{\rho_s H} \quad (3)$$

For given $P_3/P_1$, $m_r$, and $\lambda$, the fluid pressure, density, and temperature in region 1 is calculated by following equations.

$$P_1 = \frac{\lambda D}{\gamma M_1^2 L^3} \quad (4a)$$

$$\rho_1 = \frac{\rho_2 m_r H}{L} \quad (4b)$$

$$T_1 = \frac{P_1}{\rho_1 R} \quad (4c)$$

The pressure on non-wetting side of the plate, called cavity pressure, is set to:

$$P_c = (P_3 + P_1)/2.$$ 

The FSI solver was validated for the predictions of bifurcation point, panel deformation amplitude and frequency for inviscid and laminar uniform flows, and flows with oblique shock with varying shock strengths $P_3/P_1 = 1.2, 1.4$ and $1.8$ impinging on a semi-infinite 2D panel with a flexural rigidity of $D = 1.42$, and the results were validated [26, 27] against available benchmark results [10-11,13,15]. The exploratory study focused on inviscid, laminar and turbulent flow simulations for the medium strength ($P_3/P_1 = 1.4$) oblique shock impinging on a 2D panel. The simulations were mostly performed using a 2D domain consisting of around 200K fluid cells and 50 structural elements. The simulation domain, boundary condition and grid design are shown in Fig. 3.

The exploratory study showed that impinging oblique shocks induce a sharp adverse pressure gradient on the panel across the impingement location, which makes the boundary layer susceptible to separation and instabilities. The inviscid flows do not have any boundary layer and are least susceptible to separation. The laminar flow involves lower fluid momentum than the turbulent flows and are most susceptible to separation. The results demonstrated that the structural deformation can be categorized into three distinct regimes depending on the fluid-structural instability (Fig. 4).

Regime 1 is observed for low dynamic pressures (Fig. 5), wherein the panel shows steady deflection, and neither structural or fluid instability is triggered. In this regime, inviscid flow shows almost equal positive and negative deflections upstream and downstream of the shock, respectively. Both turbulent and laminar flows show higher pressure throughout the panel compared to the inviscid flow, because of the no-slip condition, resulting in higher downward deflection of the panel. However, the surface pressure is significantly modulated for the laminar case due to the presence of separation bubble over most of the panel.
Regime 2 is observed for very high dynamic pressures ($\lambda = 875$ for the flow condition used in the study), where the panel deflection shows limit cycle oscillation. Similar to the regime 1, the averaged panel displacement is lower for the turbulent case and even lower for the laminar case because of the no-slip condition. In this regime the inviscid and turbulent flow shows very similar amplitude and Strouhal number for the dominant components of the frequency spectrum, as flow remains attached in both the cases. Laminar flow shows 8% higher frequency, but similar amplitude compared to the inviscid/turbulent case. The separation bubble in the laminar flow shows breathing mode instability, where the bubble is enlarged when the panel is deflected downwards and is shrunk when the panel moves upwards. Considering that all the flows show similar dominant frequency and LCO pattern, the instabilities in this regime is primarily due to those of the structure.
Figure 4. Panel deformation characteristics obtained for oblique shock impinging on a 2D semi-infinite plate for inviscid, turbulent and laminar flow simulations over the range $\lambda = 100 - 875$ at $M = 2$. (a) Deformation amplitude, dominant frequency and (b) averaged minimum and maximum deflection at $\frac{3}{4}$-chord length (shown only for $P_3/P_1 = 1.4$) domain. Solid lines correspond to benchmark results of Visbal [13]. Diamonds, squares, and triangles represent MAST/Chem predictions for inviscid, turbulent, and laminar, respectively. The open red symbols in subfigures show average amplitude and plate deflection or dominant frequencies obtained in the laminar simulations in the chaotic region.
Figure 5. Comparison between inviscid, laminar and turbulent solutions for $M = 2$ flow with a shock strength of $P_3/P_1 = 1.4$ for $\lambda = 100$. (a) 3D phase trajectory of the $\frac{3}{4}$-chord deflection, (b) steady panel deformation, (d) skin friction coefficient, and (c) surface pressure predicted for inviscid, laminar and turbulent cases ($\Delta BL = 0.0156L$) are compared. Instantaneous $u/u_1$ contours obtained for: (e) inviscid, (f) laminar and (g) turbulent flows.
A chaotic regime 3 is obtained for laminar solution in the range $\lambda = 200$ to 800, wherein the structural deformation changes from either steady state equilibrium to LCO to chaos (usually for lower $\lambda$ range) or from primary LCO to secondary LCO to chaos (for higher $\lambda$ range as shown in Fig. 5). Results show that although the flow is chaotic, the phase averaged solution is similar to the steady-state behavior in regime 1. The spectra of the panel deflection show that the chaotic pattern amplitude increases with $\lambda$, and the frequency spectra shows a dual peak pattern. The two peak frequencies get closer with increase in $\lambda$. For $\lambda = 800$ the dominant frequency of St = 0.31 is close to 0.29 observed in laminar and turbulent LCO.

Overall, the results suggest that for flows involving separation, panel shows chaotic deflection even for low $\lambda$ due to the coupling of fluid and structural instabilities. The fluid instabilities are because of high frequency shear-layer instability ($St = 0.5$), whereas structural instabilities involve low frequency ($St = 0.3$). As $\lambda$ increases, the low-frequency structural instabilities start to dominate over the fluid instability, and eventually the shear-layer instability in the flow is suppressed, and the separation bubble shows breathing mode instability with St resonant with the structural instability.

**Effect of Micro-Vortex Generator on Shock Boundary Layer Interaction**

SBLI induced boundary layer separation and associated adverse pressure gradients is the prominent problem faced by the air breathing...
propulsion system of high-speed aerovehicles. An improved understanding of SBLI and flow control technologies is expected directly benefit many engineering applications, including aerodynamics, industrial flows and combustion systems. Micro-vortex generators (MVGs) are a potentially new device which can alleviate or overcome the adverse effects of SBLI and, therefore, to improve the profile of the boundary layer [19,20].

To reveal the effect of MVGs of the flow separation, high-fidelity simulations were performed using MVG installed on the wall boundary upstream of a ramp. When the ramp interacts with a supersonic inflow it results in an oblique shock and flow separation as shown in Fig. 7(a). The turbulent flow generated from the MVGs are expected to interact with the shock affecting the SBLI characteristics. Large Eddy Simulations (LES) are performed using constant coefficient Smagorinsky model using a 5th order bandwidth optimized WENO scheme [21]. A fully developed turbulent inflow is generated upstream of the MVG such that boundary layer thickness is twice the height of MVG. The dimensions and location of the MVG with respect to the ramp is shown in Fig. 7(b). The simulation domain is discretized using a structured grid consisting of 137 × 192 × 1600 points along the spanwise, wall-normal and streamwise directions. The detailed dimensions of MVG and the computational domain can be found in [25]. An explicit third- order TVD-type Runge-Kutta scheme is employed in time marching. The wall boundary adopts the adiabatic, zero-gradient of pressure and non-slipping conditions and non-reflecting boundary conditions are applied at the upper boundary to avoid possible wave reflection. The conditions of front and rear boundary surfaces in the spanwise direction are set as periodic conditions, thus the simulation mimics simulations using MVG array. Simulations are performed for inflow Mach Number Ma = 1.5, 2.0 and 2.5. The results for Ma = 2.5 are shown herein.

To better capture and understand the vortex structures in the flow field, a novel vortex identification method – Rortex/Liutex [22], which can capture both axes and the magnitude of local fluid rotation is used in this study. Figure 8(a) shows the complex vortex structure in the supersonic flow with Ma 2.5 using the iso-surface of Rortex (R)=0.3 [22]. The ramp shock wave is also presented using the iso-surfaces of pressure. One can observe that large-scale ring-like vortices are generated at the boundary of a cylindrical momentum deficit shortly downstream of the MVG. In previous studies [23-25] it has been reported that these ring-like vortices are quite robust, travel downstream and interact with the strong ramp shock. It can be observed that the iso- surfaces of gradient pressure are discontinuous where the ring-like vortices interact with the ramp shock wave. Moreover, the 3-D ramp shock waves are irregular close to the upper boundary layer, which indicates that the ramp shock wave is distorted and weakened substantially due to the interaction with the ring-like vortices. Figure 8(b) shows the separation zone for the flow using the contour of the streamwise velocity gradient along the wall normal direction on the wall. Note that the separation zone at the wall boundary is eliminated at locations where the ring-like vortices and the shock interacts. Thus, the large-scale ring-like vortices produced by MVG are proven to effectively control SBLI induces separation zone and control the low frequency noises.
Figure 7. (a) Schematic description of the flow simulated in the study. (b) The dimensions of the MVG and the flow domain.
Effect of Micro-Vortex Generator on Flutter

This section presents preliminary analysis of the effect of the micro-vortex generator on the panel flutter. The analysis was performed for free-stream Mach number $M_1 = 2.0$, shock pressure ratio $P_3/P_1 = 1.4$, mass ratio $m_r = 0.1$, and non-dimensional pressure of $\lambda = 800$. The pressure ratio sets the incident shock angle to $\beta = 32.58^\circ$ corresponding to the flow deflection angle of $\theta = 3.0895^\circ$. As discussed in section 2, $\lambda = 800$ results chaotic flutter for the laminar flow case, thus this case is selected for the analysis of the role of MVG.

The single-cell wide computational grid was used for the simulations along with the boundary conditions is shown in Figure 9(a). The rectangular portion of the domain extends from [-1.5, 1.5] m in the streamwise direction and [0, 0.8] m in the wall.
normal direction. The flexible panel extends from [-0.15, 0.15] m so that the midpoint of the panel is at the origin. The grid has structured mesh in the rectangular region of the domain with 600 × 470 cells in the spanwise and wall normal directions. The streamwise direction has uniform grid spacing that makes \( \Delta x = 0.005 \text{m} \). The wall normal direction has stretched grid with hyperbolic tangent distribution using 351 mesh points and wall normal spacing of \( \Delta y_{\text{wall}} = 2.5 \times 10^{-6} \text{m} \) up to a distance of 0.2 m, and uniform spacing of 0.005 m from 0.2 m to 0.8 m using 121 grid points. Thus, the grid has 282 K cells in the rectangular region. The left and top boundary are split for application of region 1 and region 2 boundary conditions listed in Table 1 so that the incident shock impinges on the panel at midpoint. The flow properties listed in Table 1 are for \( \lambda = 800 \). Note that, the flow velocity for region 1 boundary is parallel to the wall in the positive \( x \)-axis, whereas that at the region 2 boundary is at an angle of \(-3.0895^\circ\) with respect to the positive \( x \)-axis. Symmetry boundary conditions are applied in the spanwise direction to simulate the 2D flow. The cavity pressure is 9042.5 Pa.

### Table 1: Boundary conditions for \( \lambda = 800 \)

<table>
<thead>
<tr>
<th>Fluid Property</th>
<th>Region 1</th>
<th>Region 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure [Pa]</td>
<td>7537.322</td>
<td>8942.45</td>
</tr>
<tr>
<td>Temperature [K]</td>
<td>48.6</td>
<td>51.05</td>
</tr>
<tr>
<td>Mach Number</td>
<td>2.0</td>
<td>1.8892</td>
</tr>
</tbody>
</table>

The flow is assumed laminar with the flexible plate leading edge boundary layer thickness of \( \delta/L = 0.00633 \), which is around 40% of the BL thickness considered for the laminar cases in Section 2. Time accurate simulations are performed using implicit time integration and time step of \( \Delta t = 1 \times 10^{-5} \text{s} \). For each \( \lambda \), fluid only simulation is conducted to obtained steady state solution, which is then used for starting the unsteady FSI simulation.

For MVG simulations, the MVG shown in Figure 9(b) is used. Though the figure shows full 3D dimensions of the MVG, only the 2D projection of the MVG is used for the 2D simulations in this analysis. The MVG starts at \( x = -0.4 \) m and has a height of \( h = 0.00053 \text{m} \), which is around half of the boundary layer thickness at \( x = -0.4 \) m. The length of the MVG is \( l = 0.003486 \text{m} \), which is around 3.28 times the boundary layer thickness. To capture the flow near the vortex generator accurately, grid in the region is refined as shown in Figure 9(c). As a result, the total number of cells in the grid for the MVG analysis is 461 K.

For the flow configuration without the MVG, Figure 10(a) shows color plot of \( \text{u}_x \) which is superimposed with line integral convolution of the velocity field for visualization of the vortices. The color plot is scaled by the panel length \( L \) in the streamwise direction and by 50 × in the wall normal direction for better visualization of the panel modes and vortex structure near the deformed panel. The inset figure shows the time history of the displacement at \( \frac{3}{4} \)th chord location on the plate. As expected, the panel displays chaotic flutter consisting of many superimposed waves that have varied frequencies and amplitudes.

For \( \lambda = 800 \), FSI analysis with the MVG is carried out to understand the effect of the MVG on the panel response. As shown in Fig. 11, the cusp of the MVG creates an expansion fan from the corner, that accelerates the flow and reduces pressure. However, a compression wave generates due to the vortices in the backward facing step, which causes continuous vortex shedding in the boundary layer downstream of the MVG. This flow modification influences the panel flutter and the panel deflection shows a more reduced frequency oscillations as shown in Fig. 10(b).

FFT analysis of the \( 3/4 \)th chord deflection time history in Fig. 12 shows that addition of MVG upstream of the shock impingement modulates the panel response significantly. Fig. 12(a) shows the \( 3/4 \)th chord displacement in the left panel and its FFT in the right panel. The FFT plot additionally shows the fundamental frequencies of the panel according to Rayleigh estimates, where \( f_i \) is the fundamental frequency of \( i \)th mode. Similarly, Fig. 12(b) shows the \( 3/4 \)th chord deflection and its FFT for the case with MVG. These graphs show that for the no-MVG case, the panel exhibits a number of frequencies, primarily concentrated around 6th and 7th mode, and some low intensity signals around the third mode of vibration. These correspond to Strouhal numbers of around 2 and 0.4, respectively. With the introduction of MVG, the
panel exhibits much lower frequencies as shown in Fig. 12(b). These correspond primarily with the third mode of vibration and secondarily with the first and second mode of vibration. The corresponding Strouhal numbers are around 0.42 and 0.11, respectively. However, the amplitude of panel flutter has increased from $\Delta y/H = 0.038$ to $\Delta y/H = 1.15$ due to the MVG effect.

In contrast to the 2D ramp considered in this study, a 3D MVG does not involve the backward facing step geometry, which would avoid formation of a compression wave. Thus, better mixing of momentum with the boundary layer flow is expected, and that would help reduce the separation on the flexible panel due to shock impingement and delay the onset of panel flutter. In addition, 3D MVG generate ring vortices from the corners which play a key role in energizing the boundary layer flow. Further analysis is required to confirm the hypothesis.

Figure 9. (a) Grid and boundary conditions used for 2D analysis. (b) MVG design and (c) refined grid near the MVG.
Figure 10. Color plot of the non-dimensional velocity magnitude along with the associated velocity field line integral convolution for identification of vortices obtained for $\lambda = 800$. The inset figures show the time history of the non-dimensional displacement $\Delta y/H$ at $x/L = 0.25$. Predictions for (a) the cases without MVG, and (b) with MVG. Note that the plot is using 1:50 scale, i.e., vertical axis has been stretched 50 times for better visualization of the flow.
Figure 11. Color plot of pressure for $\lambda = 800$ flow over flexible panel with MVG.

(a) $x/L = 0.25$

(b)

Figure 12. Time history of $3/4$th chord displacement of the flexible panel for $\lambda = 800$ (left panel) and associated frequency spectra (right panel) for (a) without MVG and (b) with MVG. The dashed vertical lines show the fundamental natural frequencies of the panel according to the Rayleigh estimate.
CONCLUSIONS AND FUTURE WORK

This study proposes a passive flow control hypothesis for flutter suppression, which is micro-vortex generators placed upstream of the shock boundary layer interaction can introduce high frequency coherent structures in the flow resulting in a scale-gap between the fluid and structural instabilities, thereby alleviating flutter even for strong shock impingements. The hypothesis builds on authors’ previous research where it was demonstrated that: (a) a non-linear coupling between the fluid and structural instabilities plays a key role in onset of chaotic flutter even for low-speed flows; and (b) micro-vortex generators (MVGs) placed upstream of the shock energizes the boundary layer flow and significantly reduces SBLI induced flow separation.

The hypothesis was tested for a 2D laminar flow with oblique shock impinging at center of a semi-infinite flexible panel with and without MVG upstream of the panel. Note that, for the 2D case, the MVG is a 2D ramp. The MVG height and length were about 0.5 and 3.28 times the boundary layer thickness. The dynamic pressure for the flow was selected based on previous study such that the panel undergoes chaotic flutter. The flow over MVG creates expansion wave from the tip which results in flow acceleration and reduction in boundary layer thickness. However, the compression wave from the corner and resulting vortex shedding somewhat decelerates the flow. This presence of MVG causes around 4.8x reduction in the panel flutter frequency, but the deflection amplitude is increased by around 3x.

Overall, the results demonstrate the MVG has the potential to modulate the flutter behavior. However, the 2D study does not accurately capture the ring vortex generation from the MVG edges, which are the key for energizing the boundary layer. Further research is required to validate the hypothesis using 3D MVG and 2D panel.

ACKNOWLEDGMENTS

The research at Mississippi State University was funded by NASA EPSCoR under grant number 80NSSC17M0039. All the simulations were performed using MSU HPCC systems.

REFERENCES


Study of Soil Surface Sealing and Crusting using a Seismic Surface Wave Method

Zhiqu Lu and G. V. Wilson

1National Center for Physical Acoustics, The University of Mississippi, University, MS, 38677 and 2USDA-ARS National Sedimentation Laboratory, Oxford, 38655, MS

Corresponding author: Zhiqu Lu
Phone: 662-915-5660
Fax: 662-915-3949
Email: zhiqulu@olemiss.edu
https://doi.org/10.31753/IJR2876018

ABSTRACT

Soil surface sealing and crusting are formed through the processes of raindrop impact, drying, and clogging of pores. This creates a mechanically hard top layer that shows high stiffness, mechanical strength, seismic velocity, and reduced infiltration rate. The existence of surface seals and crusts affects soil erodibility and run-off. In this study, a non-invasive seismic surface wave method was employed to evaluate surface crust and the profile below. The method was based on the multi-channel analysis of surface wave method (MASW). Unlike the conventional MASW methods used in geotechnical and civil engineering applications for exploring subsurface soil from several meters to tens of meters below the surface, the present method aimed at very thin layer (several centimeters) by increasing frequency up to kHz. A self-adaptive high-frequency MASW method with a variable sensor spacing configuration was employed for the task. After signal processing and inversion, a shear wave velocity soil profile was determined from which the top hard layer was evaluated. In this study, the MASW tests were conducted on a naturally formed sealed/crusted soil and on a non-sealed/non-crusted soil as a control test. Soil cores, shear vane and penetration tests were conducted to compare with the observations from the MASW method. The results from both the MASW method and invasive tools are in good agreement, demonstrating that the MASW method can be used to evaluate and assess soil sealing and crusting layer in situ and to explore the soil profile in the vadose zone.

Key words: multichannel analysis of surface wave, Rayleigh waves, dispersion curve, shear wave velocity, surface sealing and crusting.

Abbreviations: MASW, multichannel analysis of surface wave; FFT fast Fourier transform; S, shear; HVL, high velocity layer; LVL, low velocity layer.

INTRODUCTION

Soil sealing and crusting plays a critical role in the hydrology and productivity of agricultural and natural landscapes. In a recent review of soil sealing and crusting, Nciizah and Wakindiki (2015) listed the following detrimental effects of sealing and crusting: reduced infiltration, increased soil erosion, mechanical impedance of seed emergence, reduced aeration, greater energy expended for tillage operations, and increased number of tillage operations to remove crust. It is generally agreed that the most important effect is the reduction of soil infiltration capacity. Reduction in infiltration rate increases the runoff and thus the potential for erosion as well as decreases moisture stored in the soil profile for plant growth. Thus, if sealing and crusting covers enough landscape area it can have detrimental effects on a watershed’s hydrology by increased flashiness and magnitude of storm hydrographs and reduced aquifer recharge. Hydrus-1D simulations of a hillslope by Sela et al. (2012) showed that crusts could off-set the loss of water storage due to reduced infiltration by reducing the evaporation losses. While there could be a threshold, depending upon the rainfall intensity and soil depth, between crusts reducing infiltration versus reducing evaporation from a soil-water conservation-plant use stand-point, there is still a detrimental effect of increased runoff from a water management standpoint.
Many researchers distinguish between a surface seal and crust although the two are intricately related. The Glossary of Soil Science Terms (2008) defines a soil crust as “a transient soil-surface layer, ranging in thickness from a few millimeters to a few centimeters, that is either denser, structurally different or more cemented than the material immediately beneath it, resulting in greater soil strength when dry,” whereas, a seal is defined as “the deposition by water, orientation and/or packing of a thin layer of fine soil particles on the immediate surface of the soil, generally reducing its permeability.” Valentine (1995) simply viewed a seal as a “wet crust” which is consistent with the use by Singer and Shainberg (2004) of “seals are wet and crust are dry” but otherwise the terms can be used interchangeably.

Sealing and crusting is generally viewed (Singer and Shainberg, 2004; Nciizah and Wakindiki, 2015) as a two-step process in which raindrops breakdown aggregates into finer fragments and/or primary particles and clogging of pores by infiltration of suspended particles. Breakdown by raindrops is due to the physical force of impact, physical disintegration of aggregates by slaking, which is the micro-explosions within dry aggregates due to rapid jumps in entrapped air pressures by sudden wetting of the aggregate upon contact with raindrops, and physicochemical dispersion of clays due to the low electrolytic composition of rainwater. These dispersed particles and micro-aggregates are suspended in the infiltrating water which clogs pores as the top millimeters of the soil surface filters them out of solution. Subsequent raindrops compact this surface seal further to depths below the immediate surface seal. The degree of compaction, e.g. magnitude of the soil strength increase and depth of crust, depend, therefore, on the kinetic energy of the raindrops, wetting-rate (rainfall intensity), rainwater chemistry as well as soil properties, e.g. soil texture, organic matter content and composition, aggregate stability, soil strength, antecedent moisture conditions, and soil-water chemistry (Agassi et al., 1981, 1985). Singer and Shainberg (2004) concluded from their review of literature that the kinetic energy of rain dominates the seal/crust formation in medium to light-textured soils and wetting rate is dominate in heavy textured soils.

Given that the most significant impact of soil crusting is on infiltration (Romkens et al., 1985), the most common method used to characterize soil crust has been the infiltration rate and hydraulic conductivity (Nciizah and Wakindiki, 2015). Other methods commonly used to delineate areas with soil crust are soil strength, penetration resistance, wet–drying for aggregate stability, and scanning electron microscopy (SEM) of thin sections (Valentin and Bresson, 1997, Remley and Bradford, 1989). Recently, researchers have used high resolution X-radiography images to characterize soil crust (Bresson et al., 2004; Lee et al., 2008) on samples obtained from repacked soil that was subjected to simulated rainfall. Ben-Dor et al. (2003) conducted a laboratory study on repacked soil subjected to simulated rainfall to evaluate the potential for imaging spectroscopy to map soil crust. They found significant spectral differences between crusted and non-crusted soil which were related mostly to texture and mineralogy. They suggested that this technique be tested for remote sensing of crust. de Jong et al. (2009) evaluated the use of hyperspectral remote sensing and found that spectral differences between crusted and non-crusted areas was small with differences mainly in the albedo values. While they concluded that it was possible to use this technique for remote sensing of crust patterns on the landscape, they cautioned that it should be used with care as differences were subtle between crusted and non-crusted areas.

Another non-intrusive technique proposed by Leary et al. (2009) was the use of acoustic techniques. They did preliminary tests on repacked soils with two contrasting erodibilities that were subject to simulated rainfall. This laboratory study found a lower acoustic-seismic admittance on raindrop impacted samples than gently wetted samples which suggest that acoustic techniques could be used in field conditions to map soil crust. The objective of this study was to determine the potential of acoustic/seismic methods for detecting soil seal/crust under field soil conditions subjected to natural rainfall events. As noted by Hussein et al. (2010), few studies on crusting have been carried out in situ under natural rainfall conditions.

In practice, a non-invasive technique for in situ assessing soil surface sealing/crusting is always
preferred. For this, an acoustic, or more precisely, a seismic technique known as the multi-channel analysis of surface waves (MASW) method appears to be very promising. The MASW method is based on spectral analysis of Rayleigh waves - a type of seismic surface waves - to determine shear wave velocity profile, i.e. shear wave velocity as a function of depth (Park et al., 1998a; 1998b; Park et al., 1999a; Xia et al., 1999; Miller et al., 1999; Foti, 1999; Park et al., 2007). It has been increasingly applied to geotechnical and civil engineering projects such as mapping bedrock (Miller et al., 1999), detecting voids (Park et al., 1998a; 1999b) and buried objects (Grandjean and Leparoux, 2004), determining Poisson’s ratio (Ivanov et al., 2000) and quality factor (Xia et al., 2002), evaluating the stiffness of water bottom sediments (Park et al., 2005), delineating fault zone and dipping bedrock strata (Ivanov et al., 2006), evaluating levees (Lane, et al., 2008), and non-destructive testing of concrete pavements (Ryden, et al., 2001; 2004; 2009; Ryden and Lowe, 2004; Alzate-Diaz and Popovics, 2009). For most of these projects, except for non-destructive testing of pavements, the MASW methods are aimed at exploring subsurface properties at depths from several meters to tens of meters and therefore employ a low frequency (less than 200 Hz) source for the targeted objectives. They usually treat the top layer of soil, typically with a thickness of a couple of meters of weathered parent material, as an effective layer with average properties. Therefore the detailed structural information of the top layer of soil cannot be determined (Park et al., 1999a).

Recently a high-frequency MASW method has been developed, in which either an accelerometer or a laser-Doppler vibrometer is used as a sensor to detect surface vibrations generated by an electrodynamic shaker operating in chirp mode with frequency ranging from 40 Hz to 500 Hz, to explore subsurface soil with a depth of 2.5 meters below the surface (Lu, 2014a; Lu, et al. 2014). The method has found its application in studies of seasonal and weather effects on shallow surface soils (Lu, 2014a) and in the detecting and imaging of a soil fragipan (Lu, et al., 2014). In this study, the high-frequency MASW method is further extended up to kHz frequency range for studying soil surface sealing and crusting. When conducting MASW test at such high frequencies, some technical problems emerged. To solve these problems, a self-adaptive MASW method with variable sensor spacing was developed. This new MASW method increases the accuracy and frequency range in the determination of the dispersion curve and the spatial resolution of soil profile.

MATERIAL AND METHODS

Site and soil characterization

The study was conducted at the North Mississippi Branch of the Mississippi Agriculture and Forestry Experiment Station at Holly Springs, Mississippi. The soil was a Providence silt loam (fine-silty, mixed, active, thermic Oxyaquic Fragiaudalfs) which is a moderately well drained soil that developed from loess (mainly silt) deposits over sandy coastal plain parent materials. The typical soil profile consists of an Ochric epipedon (silt loam, weak fine granular structure) from the surface to about 15 cm that transitions to argillic (silt loam and silty clay loam, subangular blocky) horizons that extend to about 60 cm depth, followed by fragipan (silt loam and loam, prismatic structure that are dense and brittle) horizons that extend to about 125 cm.

The site was prepared by clearing the surface of vegetation on March 18, 2015 and being maintained bare using herbicides. A soil seal/crust formed by natural rainfall prior to time of acoustic/seismic testing on 2 May, 2015. The seal/crust was first sampled on 7 May, 2015 by taking five undisturbed soil cores (0.084 m diameter by 0.01 m length) from the surface (0-1 cm depth) and four soil cores (0.084 m diameter by 0.03 m length) from below the crust (2-5 cm depth). Additionally, the following in situ measurements were made at multiple locations along the transect where acoustic measurements were made: shear strength at the surface using with a Torvane shear vane (Durham Geo Slope Indicator, www.DGSI.info), shear strength in 0.1 m depth increments to 0.5 m depth with a Geonor shear tester (H-60 vane tester by Geonor, Inc., www.geonor.com), and soil penetration resistance in 0.025 cm depth increments to 0.45 m depth with a Field Scout soil penetrometer (SC-9000 Soil Compaction Meter, Spectrum Technologies, Inc, www.specmeters.com). At each location, the shear
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vane was pressed 0.1 m into the soil and shear strength measured, a 0.1 m soil probe sample taken for water content, and the shear vane pressed into the soil probe void to the subsequent 0.1 m depth, and the process repeated in 0.1 m increments to 1 m depth or refusal. These measurements were repeated at an adjacent point using just the shear rod (dummy) without the vane to correct for resistance of the rod. The site was maintained bare and exposed to rainfall until 18 September when acoustic/ seismic measurements and soil sampling were repeated. In addition, at that time a portion of the tested area was tilled using a rotor-tiller to a depth of about 10 cm and both acoustic measurements and sampling were made on the freshly tilled area. These measurements were under very dry soil conditions. Both the seal/crust and tilled area were maintained bare and open until measurements were repeated on both type surfaces on 3 November, 2015 following three light rainfall events that provided moist soil conditions.

Rainfall was measured with a NovaLynx RG260-2500 tipping bucket rain gauge (RG260-2500 Tipping Bucket Rain Gage, NovaLynx Corp., www.novalynx.com) with a 20 cm diameter funnel and a tipping bucket that records within 1% accuracy for rainfall rates up to 50 mm/h. The rain-gauge was 0.8 km from the study site. Rainfall intensity and energy was determined using RIST 3.94 (ars.usda.gov/Research/docs.htm?docid=3251) from the time record of each tip of the rain gauge bucket, which was equivalent to 0.254 mm. The kinetic energy of individual storms was determined according to the equation by Brown and Foster (1987).

The multi-channel analysis of surface wave method

The use of Rayleigh waves for in-situ soil characterization has been researched and practiced extensively in civil and geotechnical engineering for decades. Rayleigh waves are one type of surface waves that travel parallel to the soil surface. The vertical distance that Rayleigh waves penetrate into the ground decreases rapidly with depth and the propagation is confined to a limited depth, typically about one wavelength. This characteristic enables one to study different depths of subsurface soils by changing frequency (or wavelength). Since their amplitudes are inversely proportional to the square root of the distance, Rayleigh waves decay more slowly with horizontal distance than do body waves such as the longitudinal P-waves and the shear S-waves. For a circular-foot vibrating source, about two-thirds of the input energy goes into surface waves, making Rayleigh waves easily detectable. For a homogenous half-space medium, Rayleigh waves are non-dispersive and travel at a velocity of approximately 0.93-0.95 Vs when Poisson’s ratio is equal to 0.33 to 0.45, where Vs is the shear wave velocity. When the acoustic velocity varies with depth due to weather effects, overburden pressure, and stratified layers, Rayleigh waves become dispersive, presenting phase velocity frequency-dependent behaviors. In other words, Rayleigh waves exhibit a unique phase velocity at each frequency (wavelength), which is directly related to the elastic properties of the associated layer of soils. This dispersive characteristic of Rayleigh waves is the basis of surface wave techniques for soil profile measurement. The shear S-wave velocity profile can then be derived by inverting the dispersive phase velocity curve using an inversion algorithm (Xia et al., 1999; 2003). It is worthy to mention that the shear S-wave velocity is related to a material’s stiffness and is one of the paramount parameters in civil, geotechnical, and soil engineering. Studies show that the shear wave velocity is correlated with N-value (Imai and Tonouchi, 1982), an index value of formation hardness used in soil mechanics and civil engineering (Terzaghi et al., 1996), and penetration resistance (Gao, et al., 2013). In this study the penetration resistance profile was obtained in invasive penetration tests to verify the extracted S-wave velocity profile.

A standard MASW procedure consists of several parts: (1) generation of surface waves, (2) recording of surface waves, (3) determination of the dispersion curve, and (4) inversion, as described briefly as follows.

The MASWs usually use sledgehammers, electrodynamic shakers, weight drops, and track-mounted vibrators as sources to excite surface waves. Multiple surface vibrations are detected by multiple geophones laid out on the ground in a linear array.
To determine dispersion curve, two transformations are performed. First, the time-domain signals (time traces) are transformed through a fast Fourier transform (FFT), as expressed in the following.

\[ F(\omega, x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} f(t, x) \cdot \exp(-i\omega t) dt \quad (1) \]

where \( t \) and \( \omega=2\pi f \) are time and angular frequency, \( f \) denotes frequency, \( f(t, x) \) and \( F(\omega, x) \) are the received signal and complex FFT spectrum, respectively, at distance \( x \) from the source, and \( i \) is the imaginary number.

The second transformation is a wavefield transformation, expressed as,

\[ E(c, f) = \int_{-\infty}^{+\infty} F(\omega, x) \cdot \exp(i\omega \frac{x}{c}) \cdot dx \quad (2) \]

where \( E(c, f) \) is the amplitude in \( c-f \) space and \( c \) is an arbitrary phase velocity.

The outcome of the two transformations is a so-called overtone image plotted in an intensity graph with the y-axis and x-axis represent the phase velocity and frequency, respectively, and the color represents the value of \( F(c, f) \). One of the major advantages of the MASW method is its ability to deal with all the information of seismic wave signals, which usually consist of fundamental-mode and higher-modes of surface waves, body waves, reflected and scattered waves, and ambient noises (Park et al., 2007). These seismic wave components can be effectively identified or separated from the energy patterns because of their unique wave speeds, attenuations, and propagation paths. The dispersion curve can be obtained by picking up the identified fundamental-mode and possible higher modes of Rayleigh wave components.

The shear wave velocity profile, the shear wave velocity as a function of depth, is determined from the measured dispersion curve by an inversion process with an iterative algorithm. An intermediate dispersion curve is calculated using forward modeling of Rayleigh wave propagation starting with an initial earth model that includes the frequency and four soil parameters: the thicknesses of layers, the shear and longitudinal wave velocities, and the density at each layer. The estimated dispersion curve is compared with the measured one. If the comparison yields a difference greater than a threshold value, the earth model is modified. The estimation and comparison is repeated until the results converge to a pre-determined value. The shear wave velocity profile is determined from the final earth model (Xia et al., 1999; 2003).

**Self-adaptive MASW method with a variable sensor spacing configuration**

When the high-frequency MASW method was conducted and the collected time traces were processed in a traditional MASW manner, several problems emerged. First, existing rules for sensor geometric configuration could not satisfy the requirements of planar dominant Rayleigh waves of the fundamental mode for all frequencies of interest. In the past, there were many discussions about optimizing sensor geometric configurations (Park et al., 1999a; Park et al., 2001; Zhang et al., 2004; Xu et al., 2005; Ivanov et al., 2008) and they all focused on using fixed sensor offsets. One of the most popular rules was that, for example, the near offset (the distance between a seismic source and the first sensor) was set to be greater than half the maximum desired wavelength and the spread length (the length covered by all sensors) should be twice as large as the exploration depth (Park et al., 1999a). These rules were mostly concerned with the lowest frequency component of surface waves, rather than all frequency components. At high frequencies, seismic waves may propagate in far field distance, leading to predominant higher modes over the fundamental mode of Rayleigh waves. Secondly, the attenuation coefficients of Rayleigh waves measured in the high frequency MASW test have much higher values and dynamic range than those of conventional MASW methods. As reported by a recent study (Xia et al., 2012; Lu, 2014b, 2015), the attenuation coefficients were found in a range from 0.01 to 0.07 (1/m) and from 0.05 to 1.3 (1/m) within frequency ranges from 10 to 70 Hz and from 50 Hz to 500 Hz, respectively. This frequency-dependent attenuation nature prevents all frequency components of Rayleigh waves from propagating the same distance. On the other hand, since higher modes of Rayleigh waves have longer wavelengths than those of fundamental mode Rayleigh waves, they penetrate...
deeper subsurface soils (Xia, et al., 2003) and consequently are less attenuated than the fundamental mode. At certain high frequencies and distances, the energy of Rayleigh waves of the fundamental mode will not dominate over that of higher modes of Rayleigh waves, making it difficult and sometimes impossible to identify the fundamental mode of Rayleigh waves from an overtone image. Thirdly, sensor spacing may become larger than half the wavelength at certain frequencies, leading to spatial aliases at higher frequencies. To eliminate spatial aliases, one may intend to reduce sensor spacing by increasing the number of sensors. However, doing so will lead to prohibitively large numbers of sensors.

To overcome the above problems, a self-adaptive method has been developed to determine high frequency dispersion curves (Lu, 2014b; Lu, 2015), which is a minor modification of the method proposed by Park and Ryden (2007) and Park (2011). The idea is to consider wavelength as a control parameter to define the near offset and far offset at each frequency. The time traces taken into account are selected using a rule related to the wavelength, in order to spatially filter out the influence of the near and far field effects. In detail, an initial dispersion curve is obtained by a fixed-offset MASW test and used to estimate wavelengths at all frequencies of interest. At each frequency, the near offset and spread length are then set to be multiples of the wavelength. In other words, the near offset and spread length are unique at each frequency and self-adaptive to the corresponding wavelength. Furthermore, in order to avoid spatial aliases and minimize the number of sensors or sensor locations, a variable sensor spacing configuration is proposed.

For a traditional MASW method, an overtone image is obtained using the 2-D wavefield transformation by summing over the entire set of time traces. The summation form is expressed as follows (Park et al. 1998b):

\[
E(c, f) = \left| \sum_{j=1}^{N} e^{i \phi_j} F_j (f) \right| 
\]  

where \(c, f\) are phase velocity and frequency, \(E(c, f)\) the energy at the coordinates of \((c, f)\) in phase velocity ~ frequency space, \(F_j (f)\) the fast-Fourier-transform of the \(j^{th}\) time trace at offset \(x_j\), phase \(\phi_j = 2 \pi f c / c\), and \(N\) the total number of time traces. In this formulation, the entire set of time traces is summed and the Fourier transform \(F_j (f)\) is usually normalized to unit amplitude for each trace.

For a self-adaptive MASW method, the near offset \(x_{near}\) (the distance between a seismic source and the first selected sensor), spread length \(L\) (the length covered by the selected subset of sensors), and the far offset \(x_{far}\) (the distance between a seismic source and the final selected sensor) are determined by the wavelength \(\lambda\) at each frequency:

\[
x_{near} = k_{near} \lambda(f) \\
L = k_L \lambda(f) \\
x_{far} = x_{near} + L
\]

where \(k_{near}\) and \(k_L\) denote the multipliers for the near offset and spread length respectively. In general, the two multipliers can be adjusted slightly from 0.2 to 0.8 and from 2 to 4 respectively in order to obtain the best overtone image (Lu, 2015).

The 2D wavefield transformation is performed by summing over the subset of time traces that satisfy Eq. (4) and can be expressed as (Park, 2011):

\[
E(c, f) = \left| \sum_{j=n_{near}}^{n_{far}} e^{i \phi_j} F_j (f) \right| / (n_{far} - n_{near} + 1)
\]

where \(n_{near}\) and \(n_{far}\) are indices of the time traces that match closely the near offsets \(x_{near}\) and far offset \(x_{far}\) respectively. The term of \((n_{far} - n_{near} +1)\) in Eq. (5) is used for the purpose of normalization.

In signal processing, an overtone image is obtained by the traditional MASW method via Eq. (3) first. From the dispersion pattern of the image an initial dispersion curve can be determined and it is used to estimate wavelengths at all frequencies. At each frequency, near offset and far offset are then calculated using Eq. (4). In other words, near offset and far offset are unique at each frequency and self-adaptive to the corresponding wavelength. The final overtone image is obtained by Eq. (5), where the final dispersion curve is determined.

In order to sample time traces sufficiently to avoid spatial aliases, a variable sensor spacing configuration was implemented in the study. It should be mentioned that in this study “multiple
channels” was achieved by moving a single accelerometer multiple steps with repeated impacts generated by the shaker at the same location. Strictly speaking this kind of data acquisition technique can be classified as a multichannel simulation with one receiver (MSOR) method that was first developed by Ryden, et al. (2001) for pavement assessments at kHz frequencies. Since the central concepts and signal processing algorithms of the MSOR method are essentially the same as those of MASW methods, the term “MASW method” is used throughout the paper.

In the current geometric sensor configuration, the spacing for the first 120 sensor steps is set to be 0.5 cm and the next 40 steps start with 1 cm spacing followed by 1 cm incremental spacing for each subsequent step. The distance that the accelerometer covers grows rapidly after the spacing is increased 1 cm every step, much faster than that of equal spacing, thus efficiently reducing the number of sensors. The first sensor position is set to be 20 cm away from the shaker. This sensor geometric configuration allows for sufficiently sampling the entire frequency range without violating Nyquist sampling theorem.

For detailed description of the self-adaptive MASW method, the interested readers may refer to the literature (Lu, 2015).

**Experimental setup**

The experimental setup for the high-frequency MASW method is shown in Fig. 1. An electrodynamic shaker (Vibration Test System, Model VG-100-6) was used as a seismic source that provided 110 pounds of peak force and a frequency range from DC to 6500 Hz. The shaker was operated in a frequency-sweeping mode to generate a chirp signal with an adjustable frequency range to excite sufficiently high frequency components of surface waves. The shaker has an advantage over impulsive sources such as sledgehammers and weight drops that can only generate fixed and low frequency components.

A 15 lb. metal cylinder was attached to the top of the shaker to enhance energy transferring into the ground. An accelerometer (PCB Piezotronics, Model 352B, 1V/g, 2 to 10k Hz) was used as a vibration sensor. The accelerometer was mounted with a 1.5 cm metal needle that was inserted into the soil surface to facilitate the sensor placement and to enhance contact and energy coupling. The surface vertical vibrations were measured by consecutively placing the accelerometer onto the ground at multiple locations along a straight line. For each step of the accelerometer movement, the shaker excited four chirp signals with overlapped frequency ranges and the accelerometer recorded one set of four readings. Multiple measurements were made using the variable sensor spacing configuration, as described in the previous section. Due to Nyquist sampling theorem and the need to distribute seismic energy uniformly over the entire frequency range, the source frequency is divided into four overlapping frequency ranges: for example, 40-180 Hz, 160-500 Hz, 450-1200 Hz, and 1000-1600 Hz, representing low frequency (LF), middle frequency (MF), high frequency (HF), and extra high frequency (XF) bands. The corresponding chirp durations are 5.0 s, 2.4 s, 2.0 s, and 1.6 s, with sampling frequencies of 10 kHz, 20 kHz, 25 kHz, and 30 kHz, respectively. These parameters may vary a little from test to test. Figure 2 shows a typical received signal gather of 30 time traces.
It was found that at high frequencies, direct air wave may dominate over the surface seismic wave, manifesting itself as a non-dispersion line with phase velocity of 340 m/s in an overtone image. To eliminate the influence of direct air, a wooden barrel with embedded foams was used to cover the shaker and to damp the air wave.

A program written in LabVIEW (National Instruments, Inc.) was used to communicate between a laptop computer and instruments for chirp signal generation, data acquisition, 2-D wavefield transformation, and dispersion curve determination. A software package, SurfSeis 3 (Version 3.0.6.4, Kansas Geological Survey) was used for inversion process. For the case of dry sealed/crusted soil, a simple and approximated inversion technique that was first proposed by Tokimatsu, et al., 1992 was employed for inversion process at high frequencies.

RESULTS AND DISCUSSIONS
In order to compare the MASW results between crusted soil and non-crusted soil, the study consisted of three field tests at three different soil conditions. The first test was conducted on 7 May 2015 following the development of surface crust (see Fig. 3). The second was conducted on 18 September, 2015 and involved measurements on the original crust area followed by measurements on a freshly tilled area. The third test on 3 November 2015 was at the same test site as the second which included the crust and tilled areas. Between the second and third tests, the test site experienced several days of low intensity rainfall that did not induce crusting of the tilled area but served to moisten the soil profile.

Rainfall and soil property patterns
In soils with low clay and high silt content with low aggregate stability, such as the loess soil in this study, antecedent moisture content and wetting rate do not play an important role (Bradford and Huang, 1992; Mamedov et al., 2001). Instead, the kinetic energy of the rain determines seal formation. Between the time of tillage and acoustic measurements, the surface experienced 15 storm events, defined as rainfall of greater than 1.27 mm and six hour or more interval without rainfall plus six small (<1.27 mm) events. The 15 storm events totaled 199.4 mm with a range of kinetic energy contents from 0.27 to 8.80 MJ ha\(^{-1}\) and maximum 5 minute intensities of 3.0 to 73.2 mm hr\(^{-1}\). The mean kinetic energy content was 2.19 MJ ha\(^{-1}\) mm\(^{-1}\) and mean 5 minute intensity of 20.32 mm hr\(^{-1}\). Jakab et al. (2013) noted that a single storm was sufficient to cause crusting. The maximum 30 minute erosion index (EI30) was 396.4 MJ mm ha\(^{-1}\) hr\(^{-1}\). Such rainfall intensities from multiple events are clearly capable of creating surface crust in this low OM, medium textured soil. The six minor events totaled 4.6 mm rainfall with a kinetic energies of < 0.20 MJ ha\(^{-1}\). Nciizah and Wakindiki (2014) noted that it is the inter-storm drying periods that serve to increase soil crusting which is consistent with the natural rainfall events with inter-storm drying conditions used in this study. Following the measurements on the freshly tilled area on 18 September, 2015, seven rainfall events occurred, totaling 55.6 mm. These served to wet the soil without reforming the crust due to the low intensities. The maximum 5 min intensity during this period ranged from 3.0 to 24.4 mm h\(^{-1}\) with kinetic energies from 0.25 MJ ha\(^{-1}\) to
3.85 MJ ha\(^{-1}\). The maximum EI30 was just 39.8 MJ mm ha\(^{-1}\) hr\(^{-1}\). An additional seven minor events occurred that totaled 3.3 mm and with kinetic energies of < 0.08 MJ ha\(^{-1}\). These events between the second and third tests did not create any visible evidence of crusting in the tilled area.

These high intensity-high kinetic energy rains prior to the first test created a soil crust as evidenced by the physical properties of the surface. The soil crust is clearly seen in Table 1 by the higher bulk density of the surface (0-1 cm) which averaged 1.615 Mg m\(^{-3}\) as compared to 1.365 Mg m\(^{-3}\) immediately below the crust (2-5 cm). Jakab et al. (2013) observed a 15 to 40% increase in bulk density depending upon the type of crust formed. Remley and Bradford (1989) observed surface seals with soil strength ranging from 14 to 43 kPa for medium-textured soils such as in this study. In contrast, they did not observe crust on a sandy loam and clay soil with soil strengths of 11 kPa and 6 kPa, respectively. We observed soil shear strengths of 424 kPa at the surface crust (0-1 cm) and a decrease to 83 kPa below the crust (2-5 cm). The soil penetration resistance, Table 2, did not indicate a strong crust but it did suggest that the crust was deeper than the immediate surface and likely extended to 8 cm with a peak at 5 cm.

The bulk density remained essentially unchanged (1.643 Mg m\(^{-3}\)) at the surface (0-1 cm) at the time of the second test. The major differences were that the bulk density increased dramatically in the 2-5 cm depth suggesting that the crust was deeper than the immediate surface, the soil was drier than at the first test, and the soil penetration resistance increased. The bulk density of the 2-5 mm depth increased by 36.5% and the gravimetric moisture content decreased from an average of 18.4% to 14.9% over the 0-30 cm depth. The soil penetration resistance exhibited dramatically increased values from the surface to about 10 cm with a peak at 5 cm. However, the shear strength of the soil profile was unchanged. The effect of tillage is clearly seen in the bulk density, shear strength, and penetration resistance (Tables, 1 and 2). The bulk density decreased by 19.2 and 40.2% for the 0-1 and 2-5 cm depths, respectively for the tilled area. The shear strength of these depths decreased even more dramatically to essentially zero for the tilled area. In addition, the penetration resistance of the upper 10 cm decreased substantially particularly in the upper 3 cm.

### Table 1. Results of soil characterization involving soil moisture content, bulk density and shear strength analysis.

<table>
<thead>
<tr>
<th>Depth (cm)</th>
<th>7 May Crust Area</th>
<th>18 Sept. Crust Area</th>
<th>18 Sept Tilled Area</th>
<th>3 Nov. Crust Area</th>
<th>3 Nov. Tilled Area</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Moisture content (g/g %)</td>
<td>Bulk density (g/cm(^3))</td>
<td>Shear strength (kPa)</td>
<td>Moisture content (g/g %)</td>
<td>Bulk density (g/cm(^3))</td>
</tr>
<tr>
<td>0-1</td>
<td>5.9</td>
<td>1.615</td>
<td>424</td>
<td>7.2</td>
<td>1.642</td>
</tr>
<tr>
<td>2-5</td>
<td>16.5</td>
<td>1.365</td>
<td>83</td>
<td>6.6</td>
<td>1.863</td>
</tr>
<tr>
<td>10</td>
<td>18.5</td>
<td>142</td>
<td>15.9</td>
<td>176</td>
<td>15.0</td>
</tr>
<tr>
<td>20</td>
<td>25.4</td>
<td>167</td>
<td>22.1</td>
<td>200</td>
<td>22.0</td>
</tr>
<tr>
<td>30</td>
<td>26.0</td>
<td>170</td>
<td>22.9</td>
<td>250</td>
<td>22.0</td>
</tr>
<tr>
<td>40</td>
<td>25.8</td>
<td>173</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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The bulk density was not measured at the time of the third test but the shear strengths and penetration resistance were almost identical at the upper two depths to the original measurements even though the soil was considerably wetter. The effect of tillage was still clearly seen in both the shear strength and penetration resistance measurements. The moisture content increased to 22.8% over the 0-30 cm depth for the crust area and was even higher, 26.4% for the tilled area. The effect of the crust on infiltration is clearly seen in that the profile (0-30 cm) moisture content increased by 53% from the seven rainfall events between 18 September and 3 November for the crust area and by 77% for the tilled area.

**Acoustic/seismic properties**

As mentioned before, the MASW tests were conducted under different soil conditions. For
the tests on dry crusted soils conducted on 7 May and 18 September the MASW results exhibit similar dispersion patterns. For the sake of brevity, only the results on 18 September are presented. For the test on the freshly tilled soil made on 18 September, the MASW data cannot generate reliable and meaningful overtone image. It was speculated that the tillage altered soil structure and the loose soil aggregates increased heterogeneity that scattered the acoustic wave propagation, especially at higher frequencies. Also it is well-known that the disturbed soil requires certain period of time to stabilize. Due to these reasons, the dispersion curves of the freshly tilled soil cannot be well determined and the corresponding MASW data was thus discarded. The third test was conducted under a moist soil condition after several days of low intensity rainfall that did not induce crusting of the tilled area. It was believed that the moist soil condition dispersed soil aggregates and created a lateral homogenous condition that facilitated the acoustic wave propagation. In this study, the overtone images of four frequency bands for the three representative soil conditions were shown in Fig. 4 (a)-(d), Fig. 5 (a)-(d) and Fig. 6 (a)-(d), representing dry sealed/crusted soil on 18 September, 2015, moist sealed/crusted soil on 3 November, 2015, and moist tilled soil on 3 November, 2015. In Figs. 4-6, the y-axis, the x-axis, and the color denote the phase velocity, the frequency, and the value of $E(c, f)$ in Eq. (5), respectively. The color bars are auto-scaled to enhance the contrasts of the images. The multipliers in Eq. (4) were set to be $k_{near} = 0.2$ and $k_2 = 2.2.5$ for most frequency bands, except for LF band where $k_{near}$ is set to be 0.7 to avoid near field effects (Lu, 2015). From these overtone images, the dispersion patterns of Rayleigh waves of different modes can be recognized from their color patches.

Fig. 4 (a), Fig. 5(a), and Fig. 6(a) show typical dispersive characteristic of the fundamental mode of Rayleigh waves, manifesting a monotonously decreasing phase velocity with frequency. Normally this dispersive behavior predicts that at this low frequency band with the corresponding wavelengths and penetration depths, the S-wave velocity increases with depth, a situation of the so-called normal soil profile (Gucunski and Woods, 1992; Tokimatsu, et al., 1992). This prediction can be later confirmed by the inversion results. In Fig. 4 (b), Fig. 5(b), and Fig. 6(b) the fundamental mode of Rayleigh waves can be well identified from 165 Hz to 500 Hz with the phase velocities less than 200 m/S. Careful examination of the dispersion pattern in Fig. 4(b) reveals that from 165 Hz to 280 Hz the phase velocity decreases with the frequency, following the trend of the normal dispersive behavior of Fig. 4 (a), and from 280 Hz to 500 Hz, however, the phase velocity increases slightly with frequency, suggesting an inverse soil profile, where the S-wave velocity decreases with depth. In Fig. 4(b) and Fig. 6(b), one observes very strong higher modes of Rayleigh waves, manifesting as higher phase velocities than those of the fundamental mode. The appearance of the high modes in the overtone images indicates that the fundamental mode doesn’t dominate over the higher modes of Rayleigh waves. As pointed out by many researchers (Gucunski and Woods, 1992; Tokimatsu, et al., 1992; Park, et al., 1999; Xia, et al., 2003; Park, et al., 2005; Boaga, et al., 2014) the generation of higher modes is associated with sensor location, irregular soil layering, and lateral heterogeneity. Another possibility of these seemly higher modes may due to the influence of direct air wave, suggesting that a better air wave insulation device should be used in the future study. Due to this concern, the higher modes with the phase velocities higher than 300 m/s were ignored in the later dispersion curve determination and inversion processes. In Fig. 4(c), the dispersion curve of the fundamental mode can be determined at frequency range from 450 Hz to 1100 Hz. In this frequency range, one observes a continuously increasing trend in the phase velocity, manifesting strong velocity reversal effect. The dispersion curve can be identified from 1000 Hz to 1600 Hz in Fig. 4(d), maintaining a high phase velocity value around 180 m/s with slight declining velocity after 1400 Hz. It is noticed that no “direct air wave”-like
higher modes appears in this frequency range. This may due to the fact that as frequency is increased up to kHz with shorter wavelength, the surface waves may only propagate along the rigid layer, leading to the dominance of the fundamental mode of Rayleigh waves. In this situation, Rayleigh wave propagation will reduce to Lamb wave propagation (Ryden et al., 2001; 2004; Ryden and Lowe, 2004). At sufficient high frequency, the dispersion curve of the first high mode merges into the one of the fundamental mode. In Fig. 5(c)-(d), the fundamental mode can be identified from 450 Hz to 1600 Hz and the second and the third higher modes occurred at frequencies above 800 Hz. In Fig. 6(c), the fundamental mode can be recognized from 460 Hz to 860 Hz with the phase velocities less than 90 m/s. The second higher mode can be identified from 530 Hz to 1600 Hz in Fig. 6(c)-(d). The third higher modes appeared in Fig. 6(c)-(d) but they were not included in the later inversion process for the sake of simplicity.

Following the above mode interpretations, the dispersion curves including both the fundamental and higher modes were extracted from Figs. 4-6 by picking up the highest intensity in the dispersion patterns. The dispersion curves of the four frequency bands were combined and plotted in Fig. 7(a)-(c). A software package TableCurve 2D (SYSTAT software Inc.) was used for curve fitting the dispersion curves (not shown in Fig. 7) and the regressed curves were used for the inversion processes.

The one third wavelengths at certain frequencies were calculated using the regressed dispersion curve of the fundamental mode and also plotted in Fig. 7 as dashed curves. From these one third wavelength curves the exploration depth at each frequency can be estimated (Tokimatsu et al., 1992). As seen in Fig. 7(a), for example, the sampling depth of Rayleigh waves decreases nonlinearly with frequency. The most drastic variations occur at low frequencies ranging from 50 Hz to 300 Hz with depths changing from 1.5 m to 0.1 m. At frequencies ranging from 300 Hz to 1600 Hz, sampling depths decrease slightly with a depth variation from 0.1 m to 0.035 m. Such a varying trend of sampling depth with frequency also leads to the usage of the variable sensor spacing configuration to avoid spatial aliases. Detailed explanation can be found in the literature (Lu, 2015).

Figure 4. Overtone images of dry sealed/crusted soil on 18 September for (a) LF band, (b) MF band, (c) HF band, and (d) XF band, respectively.
Figure 5. Overtone images of soil on 3 November from moist sealed/crusted area for (a) LF band, (b) MF band, (c) HF band, and (d) XF band, respectively.

Figure 6. Overtone images of soil on 3 November from moist tilled area for (a) LF band, (b) MF band, (c) HF band, and (d) XF band, respectively.
Figure 7. The combined dispersion curves for the fundamental mode (solid dots), the second higher mode (solid curves), the third higher mode ("+" dots), and the one third wavelengths (dashed curve) versus frequency for (a) 18 September dry sealed/crusted soil, (b) 3 November moist sealed/crusted area, and (c) 3 November moist tilled area, respectively.

Currently, the commercial available inversion algorithms, like SurfSeis 3, cannot handle very well the situation of a high velocity layer (HVL) overlaying low velocity layer (LVL) (Lu, 2014a), although some efforts have been made, attempting to solve the problem (Pan, et al. 2013). In this study, we employed a hybrid method to determine soil profile of sealed/crusted soil. First, we ran SurfSeis 3 inversion process to determine a soil profile using the dispersion curve only at frequency range from 50 Hz to 500 Hz. The soil profile in terms of the shear wave velocity with 20 layers and variable thicknesses is plotted in Fig. 8, where the stage-like lines (20 segments) display the shear velocity as a function of depth. The inversion yielded a root mean square (RMS) error of 5.6 m/s between the measured and inverted dispersion curves.

Secondly, for inverting the dispersion curve above 500 Hz, we adopted a simple and approximate technique proposed by Tokimatsu, et al., 1992, which assumes that the S-wave velocity equals to the phase velocity and the effective exploration depth is equal to one third of wavelength. The technique was slightly modified from the original one in which the shear wave velocity is equal to 1.1 the phase velocity. In this study, we found that by setting the shear wave velocity equal to the phase velocity yielded the best agreements between the results of the simple inversion and SurfSeis 3 inversion. To demonstrate the effectiveness of the simple inversion method, we compared the
soil profile derived from the simple method with the one taken from SurfSeis 3 algorithm using the dispersion curve frequency range from 50 Hz to 500 Hz. As shown in Fig. 9, both the inversion approaches yield identical soil profiles and they are superimposed each other at depths below 10 cm.

At frequencies from 500 Hz to 1600 Hz, the simple inversion method yielded a high velocity zone with very thin thickness of about 7 cm, plotted as the round dots in Fig. 9.

The soil profile obtained on dry crusted soil on 18 September from the simple inversion approach features three distinctive zones. The top soil from the surface to the depth of 10 centimeters manifests a high velocity zone indicating a hard layer. The elevated S-wave velocity of the zone could both be caused by rainfall mechanical impacts that increase the rigidity and reduce the porosity of the surface soil and due to drying between events which decreases water content and increases soil suction. Combined these processes produce a crusting and sealing effect (Leary, et al., 2009).

As mentioned in the literature (Lu and Sabatier, 2009; Lu, 2014a), the increased soil suction leads to an increment of the effective stress, and consequently results in higher velocity. Immediately after the rigid top layer, a zone of soft soil, featuring as sharp decreasing in the S-wave velocity, can be found from the depths of 0.1 m to 0.3 m, showing an opposite hydrological effect on the seismic velocity, i.e. the increased moisture content (as evidenced in Table 1) softens the soil and causes the decrease in the S-wave velocity. The third zone, from the depths of 0.3 m to 1.6 m, exhibits a gradually increasing trend in the S-wave velocity with depth because of the increased overburden pressure.

Based on the above discussions of the soil profile as shown in Fig. 9, the top rigid layer due to soil surface sealing and crusting was therefore identified.

For 3 November conditions of both seal/crust and tilled areas (moist non-disturbed soil and moist tilled soil, respectively) normal soil profile conditions were generally established as seen in Tables 1-2. Therefore, SurfSeis 3 was used to invert the soil profile using the regressed dispersion curves of both the fundamental mode and higher modes in Fig. 7 (b) and (c) over the entire frequency range. It is worthy to mention that the inclusion of the higher modes stabilizes the inversion process and increases the accuracy of inverted soil profile (Xia, et al. 2003, Lu, et al., 2014). The inverted two soil profiles in terms of the shear wave velocity with 20 layers and variable thicknesses are plotted in Fig. 10. The inversions yielded RMS errors of 3.9 m/s and 7.8 m/s respectively.

![Figure 8](image_url)

Figure 8. The soil profile for sealed/crusted soil on 18 September, where the stage-like lines display the S-wave velocity as a function of depth.
Figure 9. The inverted soil profiles in terms of the shear wave velocity, where the solid curve and circled dots represent the soil profiles using the dispersion curve at frequencies from 50 Hz to 500 Hz inverted by both SurfSeis 3 and the simple inversion techniques respectively, and the round dots display the soil profile using the dispersion curve at frequencies above 500 Hz inverted by the simple inversion method

The soil profiles as shown in Fig. 10 (a)-(b) represent overall normal soil profiles, as we anticipated. Fig. 10 also reveals subtle structural differences in the soil profiles between the moist seal/crusted area and the moist tilled soil. For the moist tilled soil, the soil profile shows a monotonously increasing tendency with depth, whereas the soil profile of moist seal/crusted soil exhibits a slightly raised high velocity layer at the depths between 10 cm to 30 cm, followed by a normal profile starting at a relatively low velocity.

As compared the soil profiles taken from the invasive methods as tabulated in Tables 1-2 with those inverted from the MASW tests as shown in Fig. 9 and Fig. 10, they present the same depth-dependent tendencies, especially in revealing the high velocity and high mechanical strength zone of the top sealed/crusted soil, as well as the subtle structural difference between the moist non-disturbed and moist tilled soils. In a recent study (Gao, et al., 2013), a linear relationship between shear wave velocity and penetrometer resistance has been established, therefore further supporting our results.

It should be pointed out that the present MASW method requires manually moving the accelerometer at multiple locations, which is a labor-intensive and technically challenging task. To facilitate the field test, an automated MASW system has been developed, in which a laser-Doppler vibrometer (Polytec PI, Inc., Model PDV 100, frequency range: DC-22 kHz) serves as an optical non-contact sensor to measure surface vibrations. The laser-Doppler vibrometer is driven by a stepper motor controlled by a computer and its movement can be set arbitrarily small to achieve very high spatial resolution (Lu, 2014a). This system will be used for the soil surface sealing and crusting study in the future.
CONCLUSIONS
A self-adaptive high-frequency MASW method with a variable sensor spacing configuration has been developed for studying soil surface sealing and crusting. The MASW tests were conducted on both a naturally formed sealed/crusted soil and a non-sealed/non-crusted soil artificially created by tillage. The soil profiles in terms of the shear wave velocity were measured non-invasively up to 1.6 meters deep below the surface. On the crusted soil, three distinctive zones were identified, representing a high velocity surface seal/crusting thin layer, a moist and soft middle zone, and a progressively increased velocity region below caused by increased overburden pressure with depth. On the tilled soil without the presence of top rigid layer, the shear wave velocity soil profile exhibited a monotonously increasing tendency with depth. Soil core samples, shear vane and penetration tests were compared with the observations from the MASW method. The results from both the MASW method and soil characterizations were in good agreement, validating that the current MASW method can be used in situ to evaluate soil sealing and crusting layer as well as to explore the soil profile in the vadose zone.
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Figure 10. The soil profiles for 3 November moist sealed/crusted area on left and moist tilled area on right.
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ABSTRACT

Global positioning systems (GPS) position is determined from the distance measurements to four or more satellites with good geometry. Autonomous vehicles can utilize GPS navigation under open sky areas. However, GPS signal is degraded/denied in urban areas due to satellite signal blockage, multipath, and interference. A suite of multiple types of sensors with distinct strengths is required to achieve localization and positioning for autonomous operation. This paper is a review of a multi-sensor system with different configurations. Two types of the reduced inertial sensor system (RISS) were utilized: Odometer-based RISS/GPS and Frequency Modulated Continuous Wave Radar-based RISS/GPS. The Radar-based RISS/GPS navigation system performance is then evaluated by adding Magnetometer measurements. Fast Orthogonal Search (FOS) non-linear error modeling is employed for residual non-linear position errors modeling associated with the Magnetometer / Radar-based RISS /GPS positioning solution to improve the results further. During the availability of the GPS, FOS established the non-linear error model. In degraded/denied GPS environments such as urban canyons, the FOS-based non-linear error model operates in prediction mode to estimate the position errors associated with the Magnetometer / Radar-based RISS /GPS, thus providing improved positioning performance. These system configurations were evaluated for an actual road test trajectory for a GPS outage of 300 seconds to examine the performance. The results show that the system configurations play a significant role in improving positioning accuracy.

Keywords—Global Positioning System (GPS), MEMS sensors, Fast Orthogonal Search (FOS), Radio Doppler and Ranging (Radar), Reduced Inertial Sensors System (RISS), Kalman filter (KF)

INTRODUCTION

Autonomous vehicles have the potential to revolutionize our transportation systems by enhancing safety, bringing down crash rates, and improving transportation system efficiency [1,2]. Land vehicle crashes are a leading cause of death, and 37,000 Americans were killed in crashes involving motor vehicles in 2018 [3]. 90% of crashes are due to driver error or misbehavior [1]. Autonomous vehicles have the potential to reduce risky driving behaviors like speeding, distraction, and impaired driving [1,3]. It will help to reduce the overall costs of crashes, including medical bills, vehicle repair, and lost work time. Autonomous vehicles can enhance productivity by allowing drivers to recapture time and help people with disabilities.

An essential requirement of an autonomous vehicle system is to have reliable positioning everywhere under all operational environments [4]. Global positioning systems (GPS) can provide positioning information. GPS receivers triangulate their position by measuring the distance using the travel time of radio signals to four or more satellites [5,6]. However, GPS signals suffer blockage, jamming and are affected by many factors such as multipath in urban canyons, quality of the receiver used, weather, and atmospheric conditions. Inertial navigation systems composed of gyroscopes and accelerometers are
immune to external interference. However, the accuracy of MEMS sensors-based INS system deteriorates quickly due to sensors' scale factor instability, misalignment, and bias error drift [6,7]. 3D-Magnetometer can be utilized to determine the heading measurements relative to the Earth’s magnetic north [2,8-10]. Radars greatly impact automotive applications, especially the frequency-modulated-continuous-wave (FMCW) radar [2,11,12]. The FMCW radar can determine both the distance and velocity of a target. The FMCW consumes less power than the CW radar, has a small size, and is much more affordable. For this paper, FMCW radar is used for the correction of the inertial system only during the GNSS outage periods.

Kalman filter (KF) can be used for INS and GPS data fusion for integrated positioning and navigation to take advantage of both sensors systems [13,14]. However, KF may not handle the stochastic and high order errors of MEMS grade INS sensors appropriately. Korenberg proposed a general-purpose modeling technique Fast-Orthogonal-Search (FOS) [15]. For time-series analysis, FOS takes the form of a sinusoidal series, and for system identification, FOS is modeled in the form of a non-linear difference equation [16,17]. This paper will focus on using GPS, 3D-RISS, 3D-Magnetometer, ACC-FMCW-Radar, and FOS to enhance navigation.

This paper compares few different techniques and their effect on the overall navigation solution. This investigation is beneficial for land vehicle navigation and other mobile systems. The application of proposed integrated navigational aids can provide accurate location information in challenging situations.

**RISS MECHANIZATION**

The low-cost 3D Reduced Inertial Sensor Systems (RISS) platform consists of one MEMS grade gyroscope (vertically aligned to the body frame of the vehicle), two accelerometers (pointing in the forward and transverse directions of the vehicle), and an odometer [18, 19]. In 3D-RISS, the z-axis gyroscope is used to measure the azimuth, two accelerometers to determine pitch and roll, and the vehicle's odometer to measure the velocity [20].

To calculate the azimuth, one must first calculate the rate of change of the azimuth. The azimuth can be calculated using the gyroscope and odometer readings, $v_e$, the latitude, $\varphi$, and the nominal radius of the Earth, $R_N$. The azimuth must also be compensated with the component of the Earth’s rotation and the rotation of the local level frame on the Earth’s curvature. The rate of change of the azimuth can be calculated using the above variables as:

$$\dot{\varphi} = -\left(\omega_e + \omega_e \sin \varphi \frac{v_e \tan \varphi}{R_N + h}\right) \quad (1)$$

Where $\omega_e$ is the measurement made by the z-axis accelerometer, $\omega_e^e$ is the Earth’s rotation rate, $\varphi$ is the latitude of the vehicle, $v_e$ is the Eastern velocity of the vehicle, $R_N$ is the normal radius of the Earth, and $h$ is the altitude of the vehicle. The azimuth is obtained by integrating the azimuth change rate [20].

From the odometer, the translational velocity, $v$ is converted into the east, north and up velocities using the azimuth previously calculated [19, 21].

$$v = \begin{bmatrix} v_e \\ v_n \\ v_u \end{bmatrix} = \begin{bmatrix} v_{od} \sin(A) \cos(p) \\ v_{od} \cos(A) \cos(p) \\ v_{od} \sin(p) \end{bmatrix} \quad (2)$$

The 3D-position components are obtained from the velocities as in Eq. (2), taking the earth geometry into consideration.

$$\begin{bmatrix} \hat{\varphi} \\ \hat{\lambda} \\ \hat{h} \end{bmatrix} = \begin{bmatrix} \frac{v_n}{R_M + h} \\ \frac{v_e}{(R_N + h) \cos(\varphi)} \\ \frac{v_u}{v_e} \end{bmatrix} \quad (3)$$

Where $R_M$ is the meridian radius of the Earth, $R_N$ is the normal radius of the Earth, $\dot{\varphi}$ is the rate of change in latitude, $\dot{\lambda}$ is the rate of change in
longitude, and $\dot{h}$ is altitude rates, respectively [20-24].

**FAST-ORTHOGONAL-SEARCH (FOS) ALGORITHM**

The FOS employ an arbitrary set of non-orthogonal candidate functions $P_m(n)$ and finds a functional expansion of an input $y(n)$ to minimize the mean-square error (MSE) between the input and the functional expansion. The functional expansion of the input $y(n)$ in terms of the arbitrary candidate functions $P_m(n)$ is given by Eq. (4) [15]:

$$y(n) = \sum_{m=0}^{M} a_m P_m(n) + \varepsilon(n) \tag{4}$$

Where: $a_m$ is the weights of the functional expansion and $\varepsilon(n)$ is the modelling error.

There is no unique solution for Eq. (4) due to non-orthogonal candidate functions. FOS may model the input with less model terms than an orthogonal functional expansion [16]. FOS begins by generating a functional expansion using orthogonal basis functions as in Eq. (5).

$$y(n) = \sum_{m=0}^{M} g_m w_m(n) + e(n) \tag{5}$$

Where, $g_m(n)$ is the weights of the functional expansion and $e(n)$ is the modelling error. $w_m(n)$ is the orthogonal functions that are derived from the candidate functions $P_m(n)$ using the Gram-Schmidt (GS) orthogonalization algorithm. Orthogonal functions $w_m(n)$ are implicitly defined by the GS coefficients $\alpha_{mr}$ and do not need to be computed point-by-point.

The GS coefficients $\alpha_{mr}$ and the orthogonal weights $g_m$ can be found recursively using Eq.(4) through (9) [15, 16, 17].

In the final stage, FOS calculates the weights of the original functional expansion $a_m$ (Eq. 3), from the weights of the orthogonal series expansion, $g_m$ and the weights. The value of $a_m$ can be found recursively using Eq. (6).

$$a_m = \sum_{i=m}^{M} g_i v_i, \quad v_m = 1 \tag{6}$$

Where,

$$v_i = -\sum_{r=m}^{i-1} \alpha_{ri} v_r, \quad i = m + 1, m + 2, \ldots, M. \tag{7}$$

The mean squared error (MSE) of the orthogonal function expansion has been shown to be as in Eq.(8) [15, 16].

$$\bar{e}^2(n) = \bar{y}^2(n) - \sum_{m=0}^{M} g_m^2 \overline{w_m^2(n)} \tag{8}$$

It then follows that the MSE reduction given by the $m^{th}$ candidate function is given by [15,16]:

$$Q_m = g_m^2 \overline{w_m^2(n)} = g_m^2 D(m, m) \tag{9}$$

FOS can fit a system model with less terms by fitting terms that reduce the MSE in order of their significance.

**LOOSELY COUPLED GPS/INS INTEGRATION**

For loosely coupled GPS/RISS/Mag/Radar integration, GPS and RISS (augmented with Mag and Radar systems) operate separately and provide separate navigation solutions. The solutions for both GPS and RISS are fed to a KF to model the error of the RISS component. During GPS outages, the integration uses the error model developed during the availability of GPS to estimate the RISS error. The integrated solution can be calculated by removing the estimated error from the RISS solution [2,20]. Two versions of RISS systems are used, first based on an odometer and the other based on the adaptive cruise
control frequency modulated continuous wave (ACC-FMCW) radar, as shown in Fig. 1.

The magnetometer can be used to further improved by augmenting magnetic-azimuth update to limit the position drift for prolonged GPS outages. Calibrated azimuth from the 3D-Magnetometer assists the ACC-FMCW Radar-based RISS system performance improvement. Fast orthogonal search (FOS) can further enhance the system by providing non-linear error modeling of the residual errors associated with the ACC-FMCW radar positioning solution to reduce the error growth over the prolonged GNSS outages. FOS is to generate a non-linear error model for the Mag/ ACC-FMCW radar-based RISS while the FOS/Magnetometer / Radar-based RISS /GPS solution is available (i.e., GPS signals are available). Afterward, the generated model is fed to the system during the GPS outages for performance improvement. FOS is utilized to mitigate the residual non-linear errors for FOS/Magnetometer / Radar-based RISS /GPS that could not be modeled and compensated for with the EKF-based architecture.

EXPERIMENTAL SETUP AND RESULTS

Experimental work was carried out through actual road trajectory in the downtown area of Kingston, ON, Canada, to verify the effectiveness of the proposed algorithms. One 300 seconds duration outage was simulated for the trajectory. Table 1 compares the performance of four different system configurations.

Equipment used include: [A Novatel dual-frequency GNSS receiver (SPAN-OEM4), Novatel tactical-grade IMU-CPT unit, A MEMS-grade Crossbow IMU 300CC-100, A 3-axis magnetometer (Model number: HMC5883L)]. The RMS-Error in position is calculated by taking the square of the error between the proposed system solution and the reference
solution. The reference trajectory is based on the tightly coupled integration between the IMU-CPT and the SPAN-OEM4 GPS receiver.

Table 1 Performance comparison during Outages of 300 Seconds

<table>
<thead>
<tr>
<th>System Configuration</th>
<th>RMS-Error in position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Odometer-based RISS/GPS</td>
<td>182.4 m</td>
</tr>
<tr>
<td>Radar-based RISS/GPS</td>
<td>94.5 m</td>
</tr>
<tr>
<td>Magnetometer/Radar-based RISS/GPS</td>
<td>67 m</td>
</tr>
<tr>
<td>FOS/Magnetometer/Radar-based RISS/GPS</td>
<td>18.8 m</td>
</tr>
</tbody>
</table>

CONCLUSION

This paper has reviewed four different system configurations, using GPS, ACC-FMCW radar, magnetometers, MEMS-based RISS, to enhance land vehicle navigation. The results show that the performance of a multi-sensor integration algorithm can be improved by using innovative system configurations and can be further improved by applying techniques such as FOS to obtain a more accurate positioning solution.
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ABSTRACT

The mechanism of bypass transition from laminar to turbulent flow states is still not very well understood. The research focuses on analysis of the inter-component turbulent energy transfer in the pre-transition, transition and turbulent regimes using temporally developing direct numerical simulation (DNS) for freestream turbulence induced bypass transition flow over a flat-plate boundary layer (FPBL) to elucidate such mechanism. Results demonstrate that the pressure-strain is the key term that distributes energy from the longitudinal Klebanoff modes, generated in the pre-transition regime, to the wall-normal and spanwise components resulting in three-dimensional turbulence. The transition to turbulence is inhibited as the pressure-strain is suppressed (of shear sheltering effect), which occurs because the rapid part of the term balances the slow (return) part of the term. Consequently, the bypass transition initiates as the return pressure-strain starts to dominate over the rapid pressure-strain. This fundamental understanding of the bypass transition mechanism provides a basis for deriving transition onset marker.

NOMENCLATURE

\( C_f \) : Skin friction coefficient
\( k \) : Turbulent kinetic energy, \( k = \frac{1}{2} (u'^2 + v'^2 + w'^2) \)
\( x, y, z \) : Streamwise, wall-normal and spanwise coordinate directions, respectively.
\( U \) : Mean streamwise velocity
\( \tau_{ij} = \overline{u_i' u_j'} \) : Reynolds stress components
\( u', v', w' \) : Turbulent velocity fluctuations along \( x, y \) and \( z \) directions, respectively.
\( p' \) : Turbulent pressure fluctuations
\( p_r', p_s', p_{st}' \) : Rapid, return (slow) and wall (Stokes) components of the pressure fluctuations, respectively.
\( R_{ij} \) : Pressure-strain correlation
\( R_{ij}^r, R_{ij}^s, R_{ij}^{st} \) : Rapid, return (slow) and wall (Stokes) components of the pressure-strain correlation respectively
\( T_u \) : Freestream turbulence intensity
\( u_\tau \) : Friction velocity, \( u_\tau = \sqrt{\tau_w / \rho} \)
\( \delta \) : Boundary layer thickness
\( v \) : Kinematic viscosity
\( \rho \) : Density
\( Re_X \) : Reynolds number based on distance along the plate.
\( \cdots \) : Ensemble averaging, both over streamwise-spanwise (\( x-z \)) plane and time.
\([ \ ]^+ \) : Non-dimensional variables in wall units, i.e., nondimensionalized by \( u_\tau \) and \( v \).
INTRODUCTION

Accurate prediction of boundary layer flow is critical for analyzing stress and thermal loading for a wide range of engineering applications, including aerospace, automotive, biomedical, power generation and chemical processing. One key feature of the boundary layer is whether it is laminar or turbulent. In general, turbulent flows exert higher frictional forces and result in higher heat transfer. Hence, an improved understanding of the transition flow pattern is important for the design of a vehicle or the thermal protection system [1].

The boundary layer flow regimes that cannot sustain self-energizing turbulent motions are referred to as “laminar.” When the boundary layer experiences large-scale three-dimensional fluctuations with scales larger than the boundary layer thickness and the wall stress and heat transfer characteristics start to deviate from the laminar boundary layer, the flow is referred to as “buffeted laminar.” As the Reynolds number increases, small disturbances (turbulence intensity $Tu < 1\%$) can cause the boundary layer to undergo “natural transition” from laminar to turbulent states. The natural transition is characterized by the growth of low amplitude Tollmien-Schlichting (T-S) waves. The modal stability theory provides the critical Reynolds number when the disturbances start to grow. It is assumed that disturbance amplitudes grow exponentially, and the transition onset occurs when their amplification reaches a threshold value. When the laminar boundary layer is exposed to large external disturbances, such as high freestream turbulence, large wall roughness elements, flow separation, pressure gradient effects etc. [2-4], the transition from laminar to turbulent states bypass the above linear stability theory and is referred to as “bypass transition.”

A review of the literature shows that understanding of bypass transition mechanism is not mature [5]. The known physical mechanisms of turbulent spot formation and turbulence growth have been primarily developed using high-fidelity numerical predictions of flat-plate boundary layer transition because of freestream turbulence under zero-pressure gradient conditions [6-14]. For such flow conditions it is well accepted that the bypass transition initiates with the generation of longitudinal streaks (Klebanoff modes) in the pre-transition region [15] and that energy of the streaks ($u^2$) grows linearly with $Re_X$ [16], where $Re_X$ is Reynolds number based on the distance along the plate. Transition occurs because of the secondary sinuous and/or varicose-like instabilities of the longitudinal streaks, which is accompanied by the ejection and spanwise sway of the streaks [17] and formation of turbulent spots. Thus, transition onset is accompanied by transfer of energy form the streamwise fluctuating component to the wall-normal and spanwise components. However, studies have not reached a consensus regarding the mechanisms responsible for turbulent spot formation, turbulence energy production, and the energy transfer pathway from freestream disturbances to pre-transitional fluctuations to turbulent fluctuations. The primary objective of this study is to propose an energy transfer mechanism for boundary layer bypass transition based on the role of the pressure-strain correlation using direct numerical simulations (DNS) of zero-pressure gradient flat-plate boundary layer.

VALIDATION FOR DNS PREDICTIONS

A review of literature [6-14], shows that DNS of transitioning flat-plate boundary layer flows are typically performed using spatially developing flows. However, such approach limits simulations to high freestream turbulence intensities ($Tu \geq 3\%$), as transition occurs at low $Re_X < 10^5$ and requires small flow domain and grid sizes. An alternative to the spatially developing DNS (S-DNS) is the temporally developing DNS (T-DNS) [18]. In this latter approach, the simulation is started with an initial laminar boundary layer condition superimposed with freestream disturbances, and a periodic boundary condition is applied along the streamwise and spanwise directions. This allows the simulation domain to move along with the flow, and it is expected that the solution at any instant is a realization of an infinitesimal section of the flat-plate boundary layer, as demonstrated in Fig. 1. Such simulations require a smaller streamwise domain compared to the spatially developing counterparts and is expected to be one to two orders of magnitude less computationally expensive for high $Re_X$ flows.
Figure 1. Temporal variation of the flow for the $Tu = 3.5\%$ case obtained using DNS. The plot shows contours of instantaneous streamwise velocity, $u/U_0$ at the spanwise center plane $z = 0$ obtained by placing results every 2000 time-steps (or $1U_0/L$) shown side-by-side to show the growth of the boundary layer. The black and white isosurfaces show the growth of high ($u' = 0.1U_0$) and low ($u' = -0.1U_0$) speed longitudinal streaks, respectively. The green isosurfaces show the turbulent coherent structures, which are visualized using isosurfaces of second largest eigen value of the rate-of-strain tensor $\lambda_2 = -20$. The inset plot shows a schematic diagram demonstrating the evolution of the flow during a temporally developing simulation.

The simulations are performed using a pseudo-spectral solver which solves the incompressible Navier-Stokes equations using Fast Fourier Transforms (FFT) along the periodic streamwise ($x$) and spanwise ($z$) directions, and Chebyshev’s polynomials along the non-homogeneous wall normal ($y$) direction [19]. The simulations were performed using a cubic domain with dimensions varying from $20\delta_0$ to $50\delta_0$, where $\delta_0$ is the initial laminar boundary layer thickness. The initial flow conditions included $Tu = 3.5\%$ and laminar boundary layer thickness-based Reynolds number $Re_{\delta_0} = 798.2$ and freestream turbulence length scale $\ell_0/\delta_0 = 1.85$. Two different grid resolutions were used consisting of $192 \times 257 \times 192$ and $256 \times 257 \times 256$ (fine) points along the streamwise, wall-normal and spanwise directions, respectively. The grid was uniform in the streamwise and spanwise direction, but clustered near the wall ($y = 0$). The fine grid involved grid resolution of $\Delta x^+ \sim 6$, $\Delta z^+ \sim 0.30$, $\Delta y_{min}^+ \sim 0.25$ and $\Delta y_{max}^+ \sim 11.5$ for the $40\delta_0$ domain, which satisfies DNS grid resolution guidelines [18]. The initial turbulent fluctuations
were obtained using a precursor T-DNS of decaying isotropic turbulence over a flat-plate.

Figure 2. T-DNS predictions of: (a) $C_f$, (b) $H$ in boundary layer ($Re_\theta$) coordinates, and (c) mean velocity profiles; (d) $u^+ = \sqrt{u'^2}/u_\tau$; (e) $v^+ = \sqrt{v'^2}/u_\tau$; and (f) shear stress $\overline{u'v'}/u_\tau^2$ in pre-transition, transition, and turbulent regimes ($Re_\theta$ locations for the respective profiles are indicated on the figure) for $Tu = 3.5\%$. The results are compared with S-DNS [20] and with experiments [21].

As depicted in Fig. 1, the temporal simulations accurately predicted the growth of near-wall Klebanoff modes in the pre-transition regime, their subsequent breakdown in the transition regime, and the generation of counter-rotating quasi-streamwise and hairpin-like structures in the turbulent regime. The effect of domain size and grid resolution on the transition predictions are analyzed for the predictions of the boundary layer parameters skin friction coefficient $C_f$ and shape factor $H$ in boundary layer (or $Re_\theta$) coordinates as shown in Fig. 2(a) and 2(b). The $C_f$ profile shows laminar regime up to $Re_\theta \leq 330$, transition regime for $330 < Re_\theta \leq 670$, and turbulent regime for $Re_\theta > 670$. In the transition regime, $C_f$ is slightly over-predicted compared to S-DNS [20] and experiment [21] on smaller domains and the predictions improve with the increase in the domain size. Analysis of the streamwise velocity fluctuation
shows that the over-prediction of $C_f$ is due to the over-prediction of the turbulent fluctuations $u'$ associated with the streaks. Grid refinement shows significant improvement in results for $30 \delta_0$ domain and provides the best agreement with the S-DNS. In the unsteady turbulent regime, all the simulations show unsteadiness, as the turbulence is underpredicted because of coarse grid resolution. Detailed analysis revealed that a streamwise domain size of $40 \delta_0$ is large enough to ensure that the turbulent structures are de-correlated, and small enough such that the spatial growth of the boundary layer within the domain is negligible to justify the streamwise periodic boundary condition. Thus, final validation and analysis was performed using results obtained on $40 \delta_0$ domain discretized using the fine grid.

The mean velocity, $U^+ = \bar{u}/u_\tau$, profile in Fig. 2(c) shows a large sub-layer, growth of log-layer, and well-defined log-layer in the laminar, transition and turbulent regimes, respectively. T-DNS predictions compare very well with experiments and S-DNS for all $Re_\theta$ locations. The streamwise velocity fluctuations in Fig. 2(d) show significant energy in the near-wall region, which are contained in the Klebanoff modes. The energy is transported away from the wall during transition, which results in the growth of the log-layer. The fluctuations show a sharp 70% increase from $Re_\theta = 177$ to 385, i.e., in the pre-transition to early transition regime, and beyond that the peak decreases by 40% and the profile becomes flatter. The T-DNS predictions compare well with experiments and S-DNS in the pre-transition and turbulent regions but show a slight overprediction (~6%) of the peak values for $Re_\theta = 385$ and 590. The Reynolds stress profiles at selected laminar, transition, and turbulent locations in Figs. 2(e) and 2(f) also agree reasonably well with S-DNS and experimental data.

**STRESS BUDGETS AND ROLE OF PRESSURE-STRAIN CORRELATION**

T-DNS predictions of the Reynolds stress and turbulent kinetic energy (TKE) budgets for the flat-plate boundary layer in the fully developed turbulent regime are shown in Figure 3. The stress budget terms are computed as:

$$\frac{\partial \tau_{i\kappa}}{\partial t} + \nabla \cdot \tau_{i\kappa} = C \frac{\partial \bar{u}_i}{\partial x_j} = - \left( \tau_{kj} \frac{\partial \bar{u}_i}{\partial x_j} + \tau_{ij} \frac{\partial \bar{u}_k}{\partial x_j} \right) + \frac{\rho}{\rho} \left( \frac{\partial u'_k}{\partial x_l} + \frac{\partial u'_l}{\partial x_k} \right)_{R} - \frac{\partial u'_i u'_k}{\partial x_j} \frac{\partial}{\partial x_j} + \frac{\partial}{\partial x_j} \frac{\partial u'_i}{\partial x_k} - \frac{\partial u'_i}{\partial x_j} \frac{\partial u'_k}{\partial x_j} - 2v \frac{\partial u'_i}{\partial x_j} \frac{\partial u'_k}{\partial x_j} \frac{\partial}{\partial x_j} - \frac{\partial u'_i}{\partial x_j} \frac{\partial u'_k}{\partial x_j} \frac{\partial}{\partial x_j}$$

where, $j = 1,2,3$ and $C, P, R, \epsilon, D, T,$ and $PT$ represent the turbulent convection, turbulent production, pressure-strain, viscous dissipation, viscous diffusion, turbulence diffusion, and the pressure transport terms, respectively. The indices $i$ and $j$ denote the three flow directions $(x,y,z)$ and range from 1 to 3. Repeated indices denote summation. Note that the averaged values denoted by the overbar symbol are obtained using spatial averaging in the $x-z$ plane. Thus, for such flows involving slow streamwise growth and $U$ is the only mean streamwise velocity component, the only terms that survive in Eq. (1) are shown in Table 1.

The stress budgets in the fully developed turbulence region are similar to the S-DNS data for channel flow ($Re_\tau = 590$) [23] and fully-developed turbulent flat-plate boundary layer ($Re_\theta = 1100$) [22]. The results show that $\nu'$ generation near the wall ($\nu^+ < 7$), or ejection events, are due to pressure-diffusion, and balanced by pressure-strain which tends to reorient wall normal fluctuations to the streamwise and spanwise directions. The turbulent energy is redistributed from $u'$ to $w'$ and $\nu'$ via pressure-strain in the lower log-layer. Energy decay is mostly from $u'$ followed by $w'$ and least from $\nu'$. The budgets in the transition regime (not shown) show turbulence production and growth mechanisms similar to the turbulent flow. The stress budget in the laminar region (not shown) shows growth of $u'$ fluctuations, which are the Klebanoff modes. The production of the
fluctuations initiates from the interaction of the mean flow gradients with freestream $v'$ to generate turbulent shear $u'v'$, and the latter further interacts with $u'v'$ to produce $u'$. The energy-transfer and distribution patterns emphasize that the growth of the pressure-strain term is critical for transition onset. The TKE budget in the fully developed turbulent region as shown in Fig. 3(e) shows that in the sub-layer ($y^+ \leq 5$) the viscous diffusion is proportional to the dissipation. In the buffer layer ($5 < y^+ \leq 30$) the production dominates and is roughly balanced by the sum of viscous diffusion and turbulent diffusions and dissipation. In the log layer ($y^+ > 30$), production is proportional to the dissipation. Also, viscous diffusion is dominant for $y^+ < 10$ and pressure transport is negligible throughout.

The role of pressure-strain in transition is an open area of research. Mayle and Schulz [24] reported that the pressure diffusion term is the main driver for the growth of the near-wall streaks, and the pressure-strain terms are the primary mechanism for energy redistribution. Large eddy simulation results for flat-plate boundary layers [25,26], and developing channel flow DNS [27,28] studies (which exhibited transition-like behavior) also indicated that the pressure-strain terms transfer energy from the streamwise Reynolds stress component to the other normal stress components and participate in the generation of wall-normal ($v'$) fluctuations during ejection events. They also noted that pressure-strain terms are negligible in the pre-transition regime compared to the fully developed turbulent region. This is further supported by DNS results [10,11,17] in which it was reported that the stark differences between the elongated near-wall streaks in the pre-transition regime and the nearly isotropic coherent structures in the freestream turbulence can be explained due to the shear-sheltering mechanism, i.e., inhibition of the pressure-strain terms which results in suppression of three-dimension turbulence growth. The stress budget analysis confirms the role of pressure-strain on transition initiation and turbulence generation. The stress budget terms for the streamwise component integrated over the entire boundary layer in Figs. 4 and 5 confirms that the pressure-strain term is negligible in the pretransition regime compared to the fully developed turbulent region and activates right around the transition onset location and is the source of $v'$ generation.

Table 1: Summary of the TKE and stress budget terms.

<table>
<thead>
<tr>
<th>Budget variable</th>
<th>C</th>
<th>P</th>
<th>$\varepsilon$</th>
<th>D</th>
<th>T</th>
<th>PT</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>TKE</td>
<td></td>
<td>$-u'v' \frac{\partial u}{\partial y}$</td>
<td>$-\frac{1}{Re} \frac{\partial u'_i \partial u'_i}{\partial x}$</td>
<td>$\frac{1}{Re} \frac{\partial^2 k}{\partial y^2}$</td>
<td>$-\frac{\partial k_{inst}}{\partial y}$</td>
<td>$-\frac{1}{2} \frac{\partial p'}{\partial y}$</td>
<td>0</td>
</tr>
<tr>
<td>$u'u'$</td>
<td>0</td>
<td>$-2u'v' \frac{\partial u}{\partial y}$</td>
<td>$-2 \frac{1}{Re} \frac{\partial u'_i \partial u'_i}{\partial x}$</td>
<td>$\frac{1}{Re} \frac{\partial^2 u'_i}{\partial y^2}$</td>
<td>$-\frac{\partial u'_i u'_i}{\partial y}$</td>
<td>0</td>
<td>$2 \frac{p'}{\partial x}$</td>
</tr>
<tr>
<td>$v'v'$</td>
<td></td>
<td>0</td>
<td>$-2 \frac{1}{Re} \frac{\partial v'}{\partial x}$</td>
<td>$\frac{1}{Re} \frac{\partial^2 v'}{\partial y^2}$</td>
<td>$-\frac{\partial v' v'}{\partial y}$</td>
<td>$-\frac{\partial p'}{\partial y}$</td>
<td>$2 \frac{p'}{\partial y}$</td>
</tr>
<tr>
<td>$w'w'$</td>
<td></td>
<td>0</td>
<td>$-2 \frac{1}{Re} \frac{\partial w'}{\partial x}$</td>
<td>$\frac{1}{Re} \frac{\partial^2 w'}{\partial y^2}$</td>
<td>$-\frac{\partial w' w'}{\partial y}$</td>
<td>0</td>
<td>$p' \frac{\partial w'}{\partial y}$</td>
</tr>
<tr>
<td>$u'v'$</td>
<td></td>
<td>$-v' \frac{\partial u}{\partial y}$</td>
<td>$-2 \frac{1}{Re} \frac{\partial u'_i \partial v'_i}{\partial x}$</td>
<td>$\frac{1}{Re} \frac{\partial^2 u'_i v'_i}{\partial y^2}$</td>
<td>$-\frac{\partial u'_i v'_i}{\partial y}$</td>
<td>$-\frac{\partial p'}{\partial y}$</td>
<td>$p' \left[ \frac{\partial u'}{\partial y} + \frac{\partial v'}{\partial x} \right]$</td>
</tr>
</tbody>
</table>
Figure 3. Budgets for: (a) $u'u'$, (b) $v'v'$, (c) $w'w'$, (d) $u'v'$ and (e) TKE in the fully developed flat-plate turbulent boundary layer ($Re_\theta = 1100$) obtained using T-DNS. Spatial DNS data of the fully developed turbulent boundary layer {S-DNS (TBL)}[22] at $Re_\theta = 1100$ and channel flow {S-DNS (CF)} [23] at $Re_c = 590$ are also shown for comparison.
ROLE OF RAPID AND SLOW PRESSURE-STRAIN TERMS IN TRANSITION

The governing equation for the fluctuating pressure is the Poisson equation derived from the Navier–Stokes equation for incompressible flow as:

\[-\frac{1}{\rho} \nabla^2 p' = 2 \frac{\partial \overline{u_i u'_j}}{\partial x_j \partial x_i} \]

2

\[+ \frac{\partial^2 (u'_i u'_j)}{\partial x_i \partial x_j} - \frac{\partial^2 (u'_i u'_j)}{\partial x_i \partial x_j} \]

\[\text{Rapid source term} \]

\[-\text{Slow source term} \]

\[p' = \frac{\partial U}{\partial y} \frac{\partial u'}{\partial x} \]

\[v' = -\rho \frac{\partial}{\partial x_i} (u'_i u'_j - \overline{u'_i u'_j}) \]

\[\nabla^2 p'_s = 0 \]

with wall boundary conditions:

\[\frac{\partial p'_r}{\partial y} \bigg|_w = 0; \quad \frac{\partial p'_s}{\partial y} \bigg|_w = 0; \quad \frac{\partial p'_s}{\partial y} \bigg|_w = \mu \frac{\partial^2 u'}{\partial y^2} \]

\[\frac{\partial p'_s}{\partial y} \bigg|_w = 0; \quad \frac{\partial p'_s}{\partial y} \bigg|_w = \mu \frac{\partial^2 u'}{\partial y^2} \]

The above equation is linear in pressure and can therefore be broken up into, the rapid \((p'_r)\), slow (return) \((p'_s)\) and wall (Stokes) \((p'_w)\) components. The rapid source term represents the interaction between the mean flow and the fluctuating turbulent velocity gradients and is the origin of the rapid fluctuating pressure. The slow source term is because of the gradients of the turbulent velocity fluctuations. The individual pressure fluctuation components can be obtained as:

\[R_{ij}^s = \frac{p'_s}{\rho} \left( \frac{\partial u'_i}{\partial x_j} + \frac{\partial u'_j}{\partial x_i} \right) \]

\[R_{ij}^r = \frac{p'_r}{\rho} \left( \frac{\partial u'_i}{\partial x_j} + \frac{\partial u'_j}{\partial x_i} \right) \]

Figure 6 shows the profiles of rapid and slow pressure-strain terms for the streamwise and wall-normal velocity fluctuations in the pre-transition and turbulent regimes. Note that the plots are shown for \(Re_\theta = 200\) for the pre-transition regime, rather than \(Re_\theta = 240\) as shown earlier, because this showed a much smoother profile compared to those at \(Re_\theta = 240\). In the pre-transition region (Fig. 6a), \(R_{11}^s\) is mostly negative, whereas \(R_{11}^r\) is negligible. The wall-normal component shows an interesting behavior, where the slow and rapid component are opposite in nature and cancel each other almost exactly. The slow term is positive, whereas the rapid term is negative. In the fully developed turbulent regime (Fig. 6b), both \(R_{11}^r\) and \(R_{11}^s\) are negative, but the slow term is significantly larger than the rapid term. For the wall-normal component, \(R_{22}^s\) is mostly positive except for \(y^+ < 10\), and \(R_{22}^r\) is mostly negative for \(y^+ > 10\).
Figure 5. Stress budgets for a) $\overline{u'u'}$ in the pre-transitional regime $Re_\theta \approx 240$. Stress budgets for b) $\overline{u'u'}$ and c) $\overline{v'v'}$ at the onset of transition $Re_\theta \approx 330$ for flat-plate boundary layer T-DNS with $Tu = 3.5\%$. 
DISCUSSION AND CONCLUSIONS

TKE and shear stress budget in pre-transition, transition and turbulent flow regions were analyzed using DNS to understand the turbulence generation, transfer and dissipation pattern during bypass transition. The analysis emphasizes following key observations.

1. Bypass transition is characterized by the growth of longitudinal streaks (Klebanoff modes). These streaks are generated as the freestream turbulence enters the laminar boundary layer and triggers wall-normal fluctuations $v'$ via pressure diffusion. Following that $v'$ interacts with mean shear to generate turbulent shear, $u' v'$, which in return interacts with the mean shear leads to the production of $u' u'$. This is consistent with mechanism reported by [29,30].

2. The pressure-strain term redistributes energy from the streamwise component to the wall-normal and spanwise components for $y^+ > 10$ resulting in 3D nature of turbulence. The pressure-strain terms are negligible in the pre-transition regime consistent with shear-sheltering phenomenon [20].

3. Splitting the pressure-strain into rapid and return components shows than both the components are present throughout the boundary layer, but they interact differently. In the pre-transition region, they are nearly equal to each other and opposite in sign which leads to the suppression of the energy redistribution. As the boundary layer transitions to turbulence, the slow pressure-strain dominates over the rapid term. Thus, transition initiation can be thought of as to occur at a location where the return component starts to dominate over the rapid component.

4. In the sublayer region ($y^+ < 10$), the rapid and slow terms show an opposite trend, i.e., rapid component is the source of the $v'$ generation, whereas slow component is a sink term. The slow term dominates over the rapid term, and is identified to be the cause of wall-blocking effect.
This is consistent with the rapid distortion theory, which identifies lack of the rapid pressure-strain term as the primary cause of wall-blocking.

The energy transfer pathway expected in the pre-transition and transition region is depicted in Fig. 7, and the primary difference between the two regimes is the relative effect of the slow (return) and rapid pressure-strain terms. This fundamental understanding of the bypass transition mechanism provides a basis for deriving transition onset marker by Muthu et al. [31].

Figure 7. Schematic diagram showing energy transfer mechanism in (a) pre-transition region and (b) turbulent regimes. Dashed lines indicate behavior in the near-wall region \((y^+ < 10)\). PT is pressure transport, PS is pressure-strain, and FS is freestream. The mechanism shown in the shaded Blue box is the role of the return (slow) and rapid pressure-strain terms.
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ABSTRACT

Infectious diseases by SARS-CoV-2 or coronavirus disease 2019 (COVID-19) is responsible for more than 2.5M death worldwide till today. Due to the COVID-19 pandemic situation there is an urgent need for a rapid, simple, and inexpensive point-of-care diagnosis and mass screening technique to save millions of human lives. Since Gold nanoparticles (GNPs) provide unique plasmonic optical properties and displaying different colors depending on their size, shape and state of aggregation, designing GNPs based colorimetric biosensor for COVID-19 became very attractive for real life application. In this review, we provide the advances on the development of antibody or aptamer conjugated plasmonic nanoparticle, which represent powerful platform for naked eye colorimetric detection, of COVID-19 antigen or viruses. Initially, we discuss the fundamental scientific strategy has been used to design colorimetric test assay using gold nanoparticle. We then highlighted current state-of-the-art progress towards the preliminary achievement of the gold nanoparticle based colorimetric assay for COVID-19 sensing from clinical sample. Finally, we discussed the advantages and major challenges for plasmonic nanoparticle based colorimetric assays in infectious diseases diagnosis.

Keywords: COVID-19 and History of Pandemics

Over several centuries, pandemic caused by deadly viruses, bacteria, and different organisms are responsible for huge mortality in this world. The very first pandemic, which is known in history was the plague struck the city of Athens in 430 BC (Before Christ), which killed 25% of the population in that city. The next one was a Antonine plague in 165 AD (anno Domini), which killed 5M people. Pandemics due to the Plague of Justinian (541–542 AD) killed 50 million people and Black Death (1346–1353) pandemics killed 200 million people, as well as smallpox pandemics (1852–1860) were responsible for 56 million of deaths worldwide. Just around 100 years before, the 1918 influenza pandemic, killed around 500 million people, which was nearly 3% of the world’s population at that time. Just 40 years before, the AIDS (acquired immunodeficiency syndrome) epidemic started and it is responsible for more than 35 million death till today. As of March 2020, the world is currently dealing with a global outbreak of by SARS-CoV-2 (COVID-19). Current pandemic has taken more than 2.6 M human life worldwide till now.

SARS-CoV-2 is spherical particle approximately 120 nm in diameter, as shown in Figure 1B, measured by transmission electron microscopy (TEM) techniques. SARS-CoV-2, a single-stranded RNA genome, belongs to the subfamily of coronavirus. As shown in Figure 1A-1D, SARS-CoV-2 transcribes nine sub-genomic RNAs, and spike (S) proteins through which the virus spreads inside the cell via binding with angiotensin converting enzyme 2 (ACE-2) of cell’s surface receptor.
Other important structural proteins for COVID-19 virus are envelope (E), membrane (M), and nucleocapsid (N) protein, as shown in Figure 1A. Since infection spreads via S protein, all the vaccination now available in the market, target the S glycoproteins on the viral surface to disable receptor interactions. Currently real-time reverse transcription-polymerase chain reaction (RT-PCR) are used for clinical diagnosis of SARS-CoV-2 infection in hospital and other clinical setting. Although RT-PCR technique exhibits excellent accuracy, since the sequencing require long detection times (> 24 hours), which hinder the application of these methods for immediate detection, which is important for avoiding spreading in the society. As a result, we and others have reported the development of nanomaterial based rapid and accurate diagnosis assay for COVID-19 antigen or virus which have capability to be used for avoiding virus spreads, even from asymptomatic carriers.

2. Nanomaterial based diagnostic platform for COVID-19

Recent advances in past few months from different groups have demonstrated that nanomaterial-based tools have capability to improve the speed, sensitivity, accuracy, and portability for COVID-19 detection. For this purpose, different types of nanomaterial including plasmonic gold and silver nanoparticles, silica NPs, quantum dots (QDs), two-dimensional graphene have been considered seriously, as shown in Figure 2A-E.
Figure 2: A) Scheme shows the biochemical assay using energy transfer from quantum dots conjugated spike protein receptor binding domain (QD-RBD) to gold nanoparticle conjugated host cell’s angiotensin converting enzyme 2 (AuNP-ACE2). Reproduced with permission from reference 33. Copyright 2020 American Chemical Society. B) Scheme shows the cellular assay using QD-RBD interaction with ACE2 on the cell membrane. Reproduced with permission from reference 33. Copyright 2020 American Chemical Society. C) Fluorescence image of the montage of ACE2-GFP (yellow) HEK293T clone 2 treated with 100 nM QD514-RBD (magenta) and QD608-RBD (magenta). Reproduced with permission from reference 33. Copyright 2020 American Chemical Society. D) Scheme shows dual-mode gold-based lateral flow immunoassay LFIA biosensor. Reproduced with permission from reference 34. Copyright 2020 American Chemical Society. E) Photographs and fluorescence images of dual-mode LFIA applied in 8 positive serum specimens of patients with COVID-19 at different stages, shown in the top. Similarly, photographs and fluorescence images of dual-mode LFIA applied in 8 negative serum specimens, shown in below. Reproduced with permission from reference 34. Copyright 2020 American Chemical Society. F) Scheme shows microfluidic immunosensor chip design for the magnetic concentration of dually-labeled magnetic nanobeads (DMBs) to the sensor surface. Reproduced with permission from reference 42. Copyright 2021 American Chemical Society. G) Scheme shows microfluidic immunosensor chip for the smartphone-based diagnostic device. Reproduced with permission from reference 42. Copyright 2021 American Chemical Society. H) Scheme shows the design of the electrochemical sensing scheme using the PalmSens4-based sensing platform. Reproduced with permission from reference 42. Copyright 2021 American Chemical Society.
Plasmonic nanoparticle-based SARS-CoV-2 antigen, antibody or virus detection techniques are developed using the unique optical properties, which is known as localized surface plasmon resonance (LSPR) 20-30. In the next section, we will discuss how LSPS based assay have been developed for the detection of COVID-19. On the other hand, well-tailored emission characteristics and the ability to serve as a central anchor for multiple spike proteins, QD based fluorescence technique has been developed for COVID-19 30-40. As shown in Figure 2A-2C, Gorshkov et al. have demonstrated that QD nanoparticles labeled with SARS-CoV-2 virus Spike’s S1 subunit receptor binding domain (RBD) can be used for effectively bind with host cell’s angiotensin converting enzyme 2 (ACE2), as a result, it can be used as an efficient and facile biosensor assays for COVID-19 30. Similarly, as shown in Figure 2D-2E, Wang et al. designed dual-mode Colloidal gold (Au NP)-based lateral flow immunoassay LFIA biosensor for rapid and sensitive identification of SARS-CoV-2-specific IgM/IgG in clinical samples 34. Reported data indicates that the sensitivity was obtained to be 100%, which indicate that the proposed method can be used for rapid and accurate screening of SARS-CoV-2 virus. Similarly, Zhong et al. 41 reported rapid and sensitive detection of SARS-CoV-2 with functionalized magnetic nanoparticles (MNPs). In their reported data, functionalized MNPs were conjugated with SARS-CoV-2 spike proteins and used as sensors to detect a mimic virus. Li et al. have reported a microfluidic immunosensor for rapid, high sensitivity measurements of SARS-CoV-2 N protein in serum 42. As shown in Figure 2F-2H, for this purpose, they have used a unique sensing scheme employing dual-labeled magnetic nanobeads for immunomagnetic enrichment and signal amplification 42. Reported data shows that the sensitivity for their assay can be as low as 10 pg/mL in 5x diluted serum within 30 min and 50 pg/mL in whole serum within 55 min 42.

Although all the above reported data are highly promising, to tackle COVID-19 pandemic for large amount of rapid testing is necessary where, easy-to-use colorimetric rapid diagnostic tests is very important for the society 20-30. Plasmonic metal nanoparticle-based colorimetric sensors have become powerful tools for the detection of different targets with convenient readout20-30. Among the many types of plasmonic nanoparticles, gold nanoparticles based colorimetric assay exhibits extraordinary success which is mainly due to their localized surface plasmon resonance (LSPR) properties 40-54. Details have been discussed in next section.

**Plasmonic Gold Nanoparticle based Colorimetric assay for COVID-19 detection**

Since mass testing is fundamental to tackle COVID-19 pandemic, we and others have designed easy-to-use bio-conjugated gold nanoparticles based colorimetric COVID-19 rapid diagnostic tests 12-30. As we all know human eyes are only sensitive to visible color variations, GNP based -optical changes in the presence of COVID-19 are of great interest for clinical assay which can be performed by visual inspection 22-40. Due to the ease of synthesis as well as the functionalization with aptamer/antibody/ peptide and biocompatibility, GNP has been used heavily in the development of newer diagnostic methods which are safer and easier than the conventional existing methods 12-30. Since gold nanoparticle exhibit unique localized surface plasmon resonance (LSPR) optical properties, as well as the stability in biological media, we and others have reported GNPs based assay for the specific identification of viruses, bacteria and cancer 42-54. As it is now well documented that the visible absorption optical properties of gold nanoparticles are due to the effect of boundary conditions of the coherent electron oscillations 43-54. The LSPR response for plasmonic gold nanoparticles arises from the interaction between the electric field of the incident light and the surface conduction electrons on metal nanoparticle lattice 43-54. The above interaction varies with nanoparticle composition, size, shape and the local refractive index 43-54. Gold nanoparticle based colorimetric assay’s working principle for CIVID-19 is based on LSPR properties GNPs. As we and others have reported before, LSPR coupling among the nanoparticles can be manipulated by changing the distance between GNPs or by varying the degree of aggregation of GNPs 43-54. As shown in Figure 3A-3C, we have designed GNP dimmer at different separation distance for monomer via double stand DNA (ds-DNA) spacers 43-48. We have also reported theoretical finite difference time domain (FDTD) simulation investigation for the GNP dimer coupling, as shown in
Figure 3: A) Scheme shows the design of gold nanoparticle dimmer where the monomer is separated by double stand DNA. B) TEM image of GNP dimmer, with 3 nm separation between two individual nanoparticles when they are separated by thiolated 4 bp ds-DNA. C) TEM image of GNP dimmer with 8 nm separation between two individual nanoparticles, when they are separated by thiolated 20 bp ds-DNA. D) FDTD simulations shows electric field distribution for GNP nano-dimmer with different spacing. E) Simulated extinction spectra for GNP monomer and GNP dimmer with different spacing. F) Scheme shows that in the presence of antigen, due to the antigen-antibody interaction gold nanoparticle aggregates (inserted picture shows the color of antibody attached gold nanoparticle in the presence of antigen). G) Scheme shows that in the presence of virus, due to the antigen-antibody interaction gold nanoparticle aggregates on the surface of virus (inserted picture shows the color of antibody attached gold nanoparticle in the presence of virus). H) FTIR spectra from citrate coated gold nanoparticle and antibody attached GNPs. I) SARS-CoV-2 pseudovirus green fluorescent protein (GFP) expression in infected HEK293T cells in the presence of gold nanoparticle. (Figures A, B, C, D, E Reproduced with permission from reference 43. Copyright 2015 Royal Society of Chemistry. Figures F, G, H Reproduced with permission from reference 28. Copyright 2021 Royal Society of Chemistry)
Figure 3D. As shown in Figure 3E, theoretical FDTD and experimental data indicates that the plasmonic resonance occurs near 528 nm in the single nanoparticle. On the other hand, in case dimmer, the plasmonic absorption maxima is highly depends on the distances of individual gold nanoparticle. Since the color of the GNP changes with distance between two nanoparticles, by varying the nanoparticle aggregation, color of the GNP can be manipulated from red to blue. The above phenomena have been used for the design of the aggregation based colorimetric identification of viruses. Since GNP based colorimetric assay is very simple and visual output can be monitored using naked eye, we and others have developed colorimetric assay for COVID-19 antigen, antibodies and virus itself using bio-conjugated GNPs.

For this purpose, initially citrate coated gold nanoparticles were synthesized using HAuCl₄, 3H₂O and sodium citrate, as we and others have reported before. After that we have developed biocompatible gold nanoparticles and for this purpose nanoparticles were coated with SH-PEG-CO₂H. In this case, we have used Carboxy-PEG₁₂-Thiol, (HS-PEG₁₂-COOH). Experimental details have been reported before. In the next step, for targeted diagnosis, we have developed anti-spike antibody attached gold nanoparticle. For this purpose, we have used EDC (1-ethyl-3-(3-dimethylaminopropyl)-carbodiimide)/NHS (N-hydroxsuccinimide) chemistry has been used. Experimental details have been reported before.

Fourier transform infrared (FTIR) spectra from anti-spike-antibody attached gold nanoparticle reported in Figure 3E, shows the presence of Amide-A, Amide-I, Amide-II and Amide-II bands, which indicates that anti-spike-antibody are attached on gold nanoparticle surface.

To determine possible toxicity from PEG conjugated and unconjugated gold nanoparticles in COVID-19 biological media, HEK293T cells (ATCC # CRL3216) were plated on a 96-well plate in complete media (DMEM + 10% FBS) and incubated under normal growth conditions (5% CO₂ and 37°C, protected from light) for 12-24 hours. Experimental details have been reported before. After that the pseudovirus stock (2.5 µl of the 2X10¹⁰ units/ml stock) was mixed with the diluted nanoparticles and incubated for 1 h at 37°C, then laid over HEK293T cells plated in the 96-well tissue culture dishes, along with 0.6 µL of the 500 nM Sodium Butyrate (to give a final concentration of 2mM). Plates were incubated at 37°C and 5% CO₂ for 48 h. Cells were fixed in 3.7% formaldehyde and the assay was read on Cytation 5 automated fluorescent microscope (BioTek Instruments, Inc., Winooski, VT, USA). As shown in Figure 3I, we have not observed any toxicity from unconjugated gold nanoparticle. Similarly, we have not observed any toxicity from PEG coated gold nanoparticle.

As shown in Figure 3F-3G, the working principle for anti-spike antibody attached GNP based colorimetric assay for COVID-19 antigen is based on the fact that, in the presence of SARS-CoV-2 spike recombinant antigen, due to the antigen-antibody interaction, anti-spike antibody attached GNP aggregates. As a result, a colorimetric change from purple to bluish color is observed with naked eyes, as shown in Figure 4A-4E.
Figure 4: A) TEM shows the morphology of anti-spine antibody attached gold nanoparticle in the absence of COVID-19 antigen. B) TEM shows the morphology of antibody attached GNP's in the presence of 10 pg/mL of COVID-19 antigen (COVID-19 Spike Recombinant Antigen). C) TEM shows the morphology of antibody attached GNP's in the presence of 1 ng/mL of COVID-19 antigen. D) Absorption spectra from antibody attached GNP's in the presence of different concentrations of COVID-19 antigen. E) The color of antibody attached GNP's in the presence of different amounts of COVID-19 antigen from 1 pg mL⁻¹ to 1000 pg mL⁻¹. F) Selectivity of the anti-spine antibody attached gold nanoparticle-based colorimetric assay for COVID-19 antigen (5 ng mL⁻¹). G) Changes in the color of antibody attached GNP's in the presence of different amounts of pseudo SARS-CoV-2 (10–5000 virus particles per mL). H) A TEM image showing the morphology of pseudo SARS-CoV-2, which we used for virus diagnosis. I) A TEM image showing the morphology of anti-spine antibody attached gold nanoparticle conjugated pseudo SARS-CoV-2 when we used 800 pM gold nanoparticles. J) Variations in the absorption spectrum of antibody attached GNP's in the presence and absence of pseudo SARS-CoV-2. Figures A, B, C, E, F, G, H, I, and J are reproduced with permission from reference 28. Copyright 2021 Royal Society of Chemistry.
The observed color change, as shown in Figure 4E, is mainly due to the surface plasmon coupling between anti-spike antibody attached gold nanoparticles. Reported experimental data shows that naked eye colorimetric diagnosis of COVID-19 antigens using anti-spike antibody attached gold nanoparticles is very quick and it takes less than 5 minutes to get the result. As shown in Figure 4D, due to the aggregation of gold nanoparticles a red shift of the absorption spectra from 520 to 600 nm has been observed. Sensitivity of naked eye colorimetric assay for COVID-19 antigen was reported to be 1 ng/mL antigen. Similarly, selectivity of the naked eye colorimetric assay was demonstrated using severe acute respiratory syndrome coronavirus (SARS-CoV) and Middle East respiratory syndrome coronavirus (MERS-CoV) antigen, as shown in Figure 4F.

As shown in the Figure 4G, reported naked eye colorimetric diagnosis of SARS-CoV-2 using anti-spike antibody attached GNPs is based on the fact that in the presence of virus, due to the spike protein–antibody interaction, antibody attached GNPs aggregate on the surface of the virus. As shown in the Figure 4H–4I, since the size of the pseudo SARS-CoV-2 is around 120–160 nm, on the other hand GNPs are around 30 nm, as a result, several antibody attached GNPs can aggregate on the surface of each virus particle. Due to the above discussed aggregation, we observed the color of the suspension of antibody attached GNPs change from pink to blue, as shown in Figure 4G. Due to the aggregation of GNPs on virus surface, as shown in Figure 4J, the absorption spectra exhibit a red shift of from 520 to 640 nm. Reported data indicates that GNPs based virus detection is very quick and it takes less than 5 minutes to get the results. As shown in Figure 4G, the sensitivity of naked eye colorimetric assay for the identification of pseudo-SARS-CoV-2 was determined to be 1000 virus particles/ml.

Figure 5: A) Scheme shows the Selective Naked-Eye Detection of SARS-CoV-2 RNA Mediated by the Suitably Designed ASO-Capped AuNPs. Reproduced with permission from reference 22. Copyright 2020 American Chemical Society. B) Scheme shows anti-spike, anti-membrane, and anti-envelope antibody attached GNP based Naked-Eye Detection of SARS-CoV-2 from clinical sample. Reproduced with permission from reference 27. Copyright 2020 American Chemical Society. C) Results of the colorimetric test on real thawed samples from 45 positive (red circle points) and 49 negative patients (blue square points) previously tested by real-time PCR. Reproduced with permission from reference 27. Copyright 2020 American Chemical Society. D) The receiver operating characteristic (ROC) curve retrieved from the data of the panel. E) Picture of the 96 multiwell plate containing 250 μL of positive (top panel) and negative (bottom panel) samples. The plate reading was carried out by a commercial multiwell reader that took less than 1 min. Reproduced with permission from reference 27. Copyright 2020 American Chemical Society.
Moitra et al. reported the development of a colorimetric naked eye assay for N-gene of SARS-CoV-2 viral genome detection using plasmonic properties of gold nanoparticles, as shown in Figure 5A. In their design they have utilized the thiol-modified antisense oligonucleotides (ASOs) sequences covering two regions of the viral genome sequence. Their reported data shows that colorimetric naked eye assay can be used for diagnosing positive COVID-19 cases within 10 min from the total RNA isolated from the infected bio-samples. They have demonstrated the selectivity against MERS-CoV viral RNA load where no distinct change in absorbance was found. Similarly, Ventural et al. have reported a colorimetric biosensor based on 20 nm GNPs attached with antibody against spike, envelope, and membrane protein of SARS-CoV-2, as shown in Figure 5B-SE. Their reported data shows that the naked eye colorimetric data are comparable with a real-time PCR data which are used in clinics.

CONCLUSIONS AND OUTLOOK

In this review article we have summarized recent efforts to design naked eye colorimetric assays using GNP for the identification of SARS-CoV-2 antigen and virus. Although the reported data looks very encouraging, we have to admit that material design for combating COVID-19 is still in its infancy, which started less than a year before. As a result, the works presented here is the initial steps towards the new development. We expect that new novel bio-conjugated material will be discovered in the near future, which will be able translate the research from laboratory to clinics for personalized healthcare. Despite the considerable achievements, the major fundamental challenges are the development of cost-effective, biocompatible and environmentally friendly nanomaterials for real-life infectious disease marker sensing application. For this purpose, collaborative effort between academia, industry as well as government sector are very important for future innovation.
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ABSTRACT

The Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) has caused a pandemic of unprecedented size in modern history. The rapid development of several different types of vaccines against SARS-CoV-2 in a record time offers hope that the pandemic will be controlled in near future (1-4). However, the emergence of B.1.1.7 (United Kingdom), B.1.351 (South Africa), P.1 (Brazil), B.1.427 (California), B.1.429 (California) and several other new variants of concerns (VOC) of SARS-CoV-2 around the world has the potential to jeopardize vaccine efficacy and the length of protection offered by these vaccines (5-11). The variants are also predicted to lead to an increase in transmission rates resulting in a snowball effect and further emergence of new variants (12-15). Moreover, deficiencies in the vaccine-roll out programs across different countries, vaccine hesitancy, optimal storage, technical errors and vaccine accessibility issues continue to jeopardize the required coverage necessary to obtain herd immunity. Here, I discuss some of our recent work related to engineering of relatively safe pseudoviruses that can be utilized for studying antibody responses as well as for screening of potential antivirals against SARS-CoV-2.

INTRODUCTION

The SARS-CoV-2 spike (S) glycoprotein, which mediates viral entry into the host cell by binding to human angiotensin-converting enzyme 2 (ACE2) and other accessory receptors, decorates the virus surface and determines critical events responsible for virus pathogenesis, including virus entry, spread into neighboring cells/tissues, as well as the majority of antibody responses against the virus. The spike protein is also the major candidate for the development of vaccines. It consists of two subunits, S1 and S2 where the receptor-binding domain (RBD) of the S1 subunit binds to ACE2 receptor on host cell membranes and the resultant exposure of fusion domain in S2 allows for viral entry (16). Mutations in S protein, including D614G and N501Y in the RBD, could plausibly increase the affinity of S towards ACE2 and increase virus transmission (13) as well as reduce the neutralizing activity of anti-S antibodies (17).

A pseudotype is a virus or a viral vector that displays the functional envelope glycoprotein of a heterologous virus, assembled into its outer wrapping, thus acquiring a new tropism (18). Pseudotyped particles have been used in virology for a long time to study highly pathogenic viruses that can only be handled in a biosafety level 3 or 4 (BSL3 or BSL4) laboratory such as Ebola virus and Marburg virus (18, 19). With the current advent of COVID-19 and the huge impact it has made on our daily lives, the development of pseudotyped particles coated with SARS-CoV-2 Spike glycoprotein has allowed for important studies on this virus in laboratories that do not have the facilities for BSL-3 or BSL-4 work. We initially pseudotyped a suicidal lentivirus (HIV) with SARS-CoV-2 spike protein and used this system to screen for neutralizing antibodies in convalescent patient serum to guide the clinicians whether the serum could be used for lifesaving transfusion in severely ill patients (20). These pseudotyped particles can be used in a BSL-2 laboratory since they consist of a replication defective HIV coated with SARS-COV-2 surface protein (Fig. 1). Other possible applications include drug inhibitor screening, vaccine studies and serological screening.
Fig. 1. Production of SARS-CoV-2 pseudovirus by transfecting plasmids encoding SARS-CoV-2 spike protein and the components of a lentivirus. The pseudovirus is harvested and used for neutralization assays as well as antiviral screening.

MATERIAL AND METHODS

The methodology to generate these pseudotyped particles has been published (20). Briefly, HEK293T cells are plated in a 100-mm tissue culture dishes and transfected the next day when they are about 75% confluent with a combination of the following plasmids: 9 µg of pLV-eGFP (a gift from Pantelis Tsoulfas (Addgene plasmid # 36083; http://n2t.net/addgene:36083; RRID: Addgene_36083), 9 µg of psPAX2 (a gift from Didier Trono (Addgene plasmid # 12260; http://n2t.net/addgene:12260; RRID: Addgene_12260), and 3 µg of pCAGGS-S (SARS-CoV-2 ) (Catalog No. NR-52310: BEI Resources) or VSV-G (a gift from Tannishtha Reya (Addgene plasmid # 14888; http://n2t.net/addgene:14888; RRID:Addgene_14888) as control.

Polyethylenimine (PEI) reagent (Millipore Sigma, #408727) was used for transfection following manufacturer’s protocols. Next day, the cells were checked for transfection efficiency under a fluorescent microscope, indicated by fluorescence generated from the integrated green fluorescent protein (GFP) in the lentivirus vector. The supernatants from cell culture at 24 h were harvested and stored at 4 °C and more (10 ml) complete media (DMEM + 10% FBS) was added to the plates. The supernatant from cell culture at 48 h was harvested and combined with the 24 h supernatant for each sample.

The combined supernatants were spun in a tabletop centrifuge for 5 min at 2000 g to pellet the residual cells and then passed through a 0.45 micron syringe filter. Aliquots were frozen at -80 °C. New 293T cells plated in 12 well tissue culture dish were infected with the harvested virus (supernatant) with a dilution range of $10^2$ to $10^7$. Virus titers were calculated by counting the GFP positive cells in the dilution with 20-100 GFP positive cells.

These particles have been useful not only in determining the titers of neutralizing antibodies in COVID-19 patient serum at the University of Mississippi Medical Center (20) but have helped tremendously with the screening of antivirals (21-23). They have also been utilized to test a novel and extremely sensitive virus detection method based on conjugated nanoparticles (24). In summary, the age old virology technique of pseudotyping that
was developed to study virus tropism and entry has accelerated the research on a newly emerged virus and also helped clinical management and drug discovery in a time when the humankind is facing one of the biggest challenges of the 21st century.
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